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Gender Segregation in the Borderlands of 
E-Science 

Öznur Karakaş
Uppsala University, Sweden; and Norwegian Science and Technology University, Norway/ oznur.karakas@
ntnu.no

Gabriele Griffin
Uppsala University, Sweden

Abstract
This article draws on an ethnographic study of an e-science platform in Sweden to analyse how 
horizontal gender segregation across sciences plays out in e-science, a borderland in which 
sciences converge around state-of-the art computational technologies for scientific research. While 
the convergence of sciences in e-science has the potential to open a non-traditional trajectory to 
attract women to ICTs, we find that this potential remains untapped. Instead horizontal gender 
segregation is perpetuated through a) restricted mobility of women from scientific fields with higher 
gender parity to IT, b) gender friction negatively affecting women in cross-disciplinary e-science, c) 
a gendered developer/user divide permeating e-science collaborations under ‘the logic of domains,’ 
and d) perceived self-reliance in computational tool development across sciences acting as ‘gendered 
boundary work’ to strengthen the gendered hard/soft divide in sciences. 

Keywords: Feminist Science and Technology Studies (FTS), Interdisciplinary Collaboration, 
E-Infrastructure, Interdisciplinarity, Gendered Asymmetries
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Introduction 
It is well established in feminist technology stud-
ies (FTS) that technology and gender are mutu-
ally constructed (Berg, 1994; Berg and Lie, 1995; 
Faulkner, 2001; Oudshoorn et al., 2002; Mont-
gomery, 2012; Wacjman, 2000, 2004, 2007, 2010). 
FTS emphasise situated analyses of the ways in 
which new technologies change how gender is 
done and how prevailing gender dynamics in turn 
affect the closure and standardization processes 
of certain technologies and technological arte-

facts (Wacjman, 2000). What is at stake is the ques-
tion of how gender and technology are entangled 
in context-specific ways. Computerization (Hine, 
2006) and digitalization have periodically been 
sites for technology-related hypes (Ensmenger, 
2010). The potential of virtual space and online 
technologies to produce social changes has been 
heralded (Plant, 1995; Castells, 2012). Yet, with 
reference to grid technologies that lay the frame-
work for e-science endeavours, Woolgar and 
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Coopmans (2006: 3) make clear that “the nature 
and direction of change is unpredictable”. They 
argue that there is a lack of research regarding the 
social dynamics of e-science (Woolgar and Coop-
mans, 2006: 4). This is all the more the case when 
it comes to research on gender in e-science at a 
time when earlier e-infrastructure investments 
have started to give way to data-driven science 
initiatives, such as the recently founded SciLifelab 
and the Wallenberg National Program for Data-
Driven Life Sciences (DDSL) in Sweden.

E-science is a term used to describe science 
that involves developing or working with compu-
tational methods, tools and applications, very 
large data sets and distributed network or grid 
systems to deal with these. Following the publi-
cation of the Revolutionizing Science and Engi-
neering through Cyberinfrastructure Report in 
2003 in the USA, studies on e-science in the STS 
literature have largely focused on the prospect 
of distributed collaboration and coordination in 
e-infrastructure. In hindsight, David Ribes (2019: 
520) gives an account of how the role of social 
science in e-science initiatives was envisaged 
to be “helping with, for instance, working in a 
geographically distributed manner, bringing 
together heterogeneous disciplinary scientists, 
or examining the difficulties of data sharing”. 
Yet, in these endeavours gender remained either 
largely understudied, or not dealt with at all. New 
tools and applications of the rising, male-domi-
nated data sciences (Boston Consulting Group 
Gamma Study, 2019), such as AI and machine 
learning (ML), have recently been assembled in 
e-science platforms without due attention to 
how gender figures within these. STS scholars 
who study e-science have started to shift their 
attention to data science (Ribes, 2019; Paine and 
Lee, 2020; Beaulieu and Leonelli, 2021; Mökander 
and Schroeder, 2021). With this shift of attention 
gendered asymmetries which are sunk into the 
infrastructure might become further invisibilised. 
Bowker (1994) underlines the need for ‘infrastruc-
tural inversion’; that is “shifting the emphasis from 
changes in infrastructural components to changes 
in infrastructural relations” (Bowker et al., 2010: 
99), not least with respect to gender dynamics. 
This also speaks to the emphasis in the literature 

on the need to study the ‘human infrastructure’ of 
e-science (Lee 2006; Bietz et al., 2010). 

This article analyses how existing gender 
divisions across the sciences, also known as hori-
zontal gender segregation (Corneliussen, 2021), 
play out in cross-disciplinary e-science with an 
analysis of the organisational structure of an 
e-science platform in Sweden (hereafter called the 
Platform). The under-representation of women in 
STEM fields which converge in e-science collabo-
rations is well established (Rua-Gomez and Arias-
Gaviria, 2020; Zacharia et al., 2020; Santos et al., 
2021). Horizontal gender segregation attests 
to the fact that gender parity also varies across 
STEM disciplines (Ceci et al., 2014, Begeny et al., 
2020; Fisher et al., 2020). The Gender InSITE Report 
records, for instance, higher numbers of women 
in biological or life sciences (28%) compared to 
engineering sciences (10%) and mathematical 
sciences (8%) and a dire under-representation 
of women in computer sciences (Kelan, 2007; 
Michell et al., 2017; Zacharia et al., 2020). How do 
these gendered differences (Ellingsæter, 2014; in 
Corneliussen, 2021) play out in e-science collab-
orations where diverse scientific ‘disciplines’ 
converge around the use and development of 
computational tools and methods? In what ways 
do traditional gendered divisions across math-
intensive and non-math intensive sciences (Ceci 
et al., 2014) play out in cross-disciplinary e-science 
collaborations? The article responds to these 
research questions, focusing on the case of a 
particular e-science platform established in 2010 
as a strategic research area by three major univer-
sities in Sweden.

Vitores and Gil-Juarez (2016: 670) emphasise 
the fact that women’s engagement in ICTs might 
at times take certain pathways which are not well-
recorded in the literature as they fall outside the 
scope of a linear computer science career. They 
invite us to consider other trajectories that emerge 
or exist at the intersection of computer sciences 
and other disciplines such as “art and design, 
cognitive sciences, new media, biology, infor-
mation science and education or library science, 
for example” (Vitores and Gil-Juarez, 2016: 673). 
E-science, being one such area in which diverse 
sciences converge around ICTs, is a relevant space 
as a potential pathway to attract women into ICTs. 

Karakaş & Griffin
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It is thus useful to analyse existing e-science initia-
tives to see how horizontal gender segregation 
plays out in newly emerging research clusters 
which “conjoin technology, traditionally male 
dominated, and disciplines that have traditionally 
been female dominated” (Griffin, 2021: 1). 

The article suggests that e-science collabora-
tions act as borderlands where different commu-
nities of practice intersect in individuals and 
groups. These borderlands thus embody the 
potential to become an area where researchers 
of more gender equal communities of practice 
such as biology, medicine and humanities, enter 
IT-heavy e-science through application-based 
collaborations. This potential is discussed below 
in the findings section. In the same section, we 
also discuss that this potential is not realized in 
our case study. Instead, existing horizontal gender 
segregation is perpetuated. We discuss the mech-
anisms of this below based on data from our 
analysis of the organisation structure and gender 
dynamics of the Platform in Sweden. The next 
section of the article includes our literature review 
on horizontal gender segregation across the 
sciences, and a discussion on e-science as border-
land. After that we present the case study and the 
methodology used for the qualitative research. We 
then present our findings, followed by a discus-
sion and conclusion section. 

Horizontal gender segregation 
across the sciences
When analysing the existing gender dynamics 
in sciences converging in e-science platforms, 
an acute and persistent under-representation 
of women in STEM fields has been diagnosed 
(Dasgupta and Stout, 2014; Su and Rounds, 2015; 
Alegria et al., 2016; Sax et al., 2017; Wang and 
Degol, 2017; Moss-Racusin et al., 2018; Van Veelen 
et al., 2019; Rua-Gomez and Arias-Gaviria, 2020; 
Zacharia et al., 2020; Santos et al., 2021). Figures 
on gender parity in STEM fields attest to this, with 
different dynamics in math-intensive and non-
math intensive fields (Ceci et al., 2014). The Inter-
national Science Council’s Gender InSITE Report 
(2021: 10) analyses gender parity in 85 individual 
STEM academies from across the world1 and 
records the average percentage of women’s rep-

resentation in STEM to be 17% in 2020. This aver-
age disguises the fact that gender parity in STEM 
also varies considerably according to discipline 
(Barone, 2011; Ceci et al., 2014; Su and Rounds, 
2015; Cheryan et al., 2017; Sax et al., 2017; Begeny 
et al., 2020; Fisher et al., 2020). The GenderInSITE 
Report (2021: xi) states that gender equality var-
ies across disciplines, and it requires a discipline-
based action plan. In their comprehensive study 
on women in academic science in the USA, Ceci 
et al. (2014) found different patterns within STEM 
fields both in female representation and in later 
career attrition rates. Accordingly, they distinguish 
math-intensive disciplines including geoscience, 
engineering, economics, mathematics/compu-
ter science and the physical sciences - chemistry 
and physics - (GEEMP) from non-math-intensive 
disciplines. The latter include life sciences, psy-
chology and social sciences (LPS) (Ceci et al., 
2014: 76). Women are clearly under-represented 
in GEEMP fields. The LPS fields record no gender 
gap or even over-representation of women at the 
undergraduate level, while suffering from higher 
attrition rates at postgraduate level and in moving 
to associate professorships. In contrast, women 
who enter GEEMP fields suffer less attrition rates 
at postgraduate level and in moving to associate 
professorships when compared to women in LPS 
(Wang and Degol, 2017: 80). 

Gendered computer sciences
The persistent under-representation of women in 
computer sciences (Lagesen, 2007; Gillard et al., 
2007, 2010; Ceci et al., 2014; Vitores and Gil-Juarez, 
2016; Cheryan et al., 2017; Sax et al., 2017; Michell 
et al., 2017, Zacharia et al., 2020) poses a challenge 
for gender mainstreaming in e-science platforms, 
given the significant role that computing, compu-
tationalisation and ICTs play in these platforms. 
The European Parliament Report on Education and 
Employment of Women in Science, Technology and 
the Digital Economy (Zacharia et al., 2020) high-
lights the under-representation of women in 
computer sciences in the EU, particularly in arti-
ficial intelligence and cybersecurity. The report 
argues that “even undergraduate female students 
in computer sciences believe that computer sci-
ence is a male domain” (Zacharia et al., 2020: 25). 
It also states that “The percentage of women in 

Science & Technology Studies 37(3)
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ICT careers still remains relatively low, and it is 
currently below 2% of women’s total share in the 
European labour market” (Zacharia et al., 2020: 
14) and that “the gender gap concerning AI and 
cybersecurity is the largest among all digital 
technology domains. The average percentages 
of females in AI and cybersecurity worldwide are 
12% and 20% respectively” (Zacharia et al., 2020: 
9). Although the under-representation of women 
in computer science is not universal and some 
countries such as Malaysia and India are at odds 
with this male-dominated picture of the field 
(Lagesen, 2008; Mellström, 2009; Vitores and Gil-
Juarez, 2016: 672), the problem is dire in the more 
affluent Western world, especially in the Scandi-
navian countries which also boast higher levels of 
gender equality. The Telenor Report on the Gender 
Gap in Technology in Scandinavia (2019) states that 
according to the 2018 OECD Gender Data Por-
tal “only 1 in 5 computer science graduates are 
women” across 35 European countries. “[T]he gen-
der gap in Norway, Sweden and Denmark is par-
ticularly wide” (Telenor, 2019: 9), it adds. Scholars 
refer to this as the gender equality paradox (Stoet 
and Greary, 2018; Corneliussen, 2021), or living the 
contradiction (Griffin, 2022). 

One frequent interpretation of the under-repre-
sentation of women in the field conceives it as a 
“supply problem” (Vitores and Gil-Juarez, 2016: 
670-671) or ‘untapped human capital’ (Dasgupta 
and Stout, 2014), generally focusing on wasted 
human resources. Against this assumption that 
conceives under-representation of women as a 
supply problem in the market, we suggest that the 
problem is rather related to how society is shaped 
around gendered technological fields of expertise 
and gendered technologies, feeding into and 
perpetuating this under-representation (Vitores 
and Gil-Juarez, 2016). One way in which the prob-
lematic of women’s under-representation in the 
sciences might be mitigated is through collabo-
ration across differently gendered sciences, i.e., 
through collaboration between female-domi-
nated and male-dominated sciences. Such collab-
oration can potentially occur within e-science 
platforms that, as explained below, constitute a 
kind of borderland between diverse sciences.  

e-Science as borderland
Following Gloria Anzaldua, Susan Leigh Star (2015: 
157) conceptualises the notion of the borderland 
as the space opened up “when two communities 
of practice coexist in one person”. The concept 
of borderland enables us to conceive of moving 
between not only disciplinary boundaries but also 
gender boundaries across different disciplines. 
Gendered subjectification  acts as an inclusion/
exclusion mechanism when it comes to entering 
certain practices, and climbing the career ladder; 
it thus contributes to the gendering of sciences as 
communities of practice. A recent study indicates 
that “increasing the perceived presence of women 
in a STEM discipline increases the likelihood that 
participants would label it a soft science”, and 
“labelling disciplines as soft sciences leads to the 
fields being devalued, deemed less rigorous, and 
less worthy of federal funding” (Light et al., 2022: 
1). Male-dominated math-intensive disciplines 
are labelled as hard. One result of this gendered 
conception of sciences is the so-called math self-
efficacy gap, the fact that women exhibit a lower 
perception of their math competence compared 
to men. This also plays a role in the under-repre-
sentation of women in computer science (Cheryan 
et al., 2017, Fisher et al. 2020; Stearns et al., 2020).2 
Although some argue that there are no longer any 
math performance gaps between girls and boys 
(Stearns et al., 2020), math self-efficacy is still low 
in women. The gendered hard/soft divide across 
math-intensive and non-math-intensive fields 
(Ceci et al., 2014) and math self-efficacy feed into 
each other. Gender stereotypes depicting compu-
ter scientists as male geeks or hacker figures serve 
as another example of how this scientific field is 
gendered, and how that gendering estranges 
women from the field (Lagesen, 2007; Reuben et 
al., 2014; Michell et al., 2017; Sax et al., 2017). 

Science and technology studies have contrib-
uted a lot to the study of disparities across the 
sciences, under the rubric of the ‘disunity of 
science’ (Galison and Stump, 1996), disciplinary 
culture (Traweek, 1988), and ‘epistemic cultures’ 
(Knorr-Cetina, 1999). But we have yet to under-
stand how the material-semiotic enactments 
that make up the sciences are laden with distinct 
gendering mechanisms. This calls for an analysis of 
horizontal gender segregation across the sciences 

Karakaş & Griffin
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in terms of epistemic cultures. This article hence 
integrates (feminist) science and technology 
studies and studies on women in science, which 
have largely remained separate (Bauschspies and 
Puig de la Bellacasa, 2009).

Case study and methodology
The e-science platform discussed here was estab-
lished by three major Swedish universities in 2010 
as a response to the Swedish Government Bill on 
Research Policy promoting e-science as a strate-
gic research area (SRA). E-science is defined on the 
official website of the platform as including both 
the use and development of new computational 
methods and tools. The potential to collaborate 
across disciplines in academia and with industry 
regardless of geographical distance is also empha-
sised on the website. 

Two features, namely distributed collabo-
ration on a shared virtual network and cross-
disciplinarity, are presented as the main features 
of e-science in the literature. STS literature on 
e-science mostly defines e-science as making use 
of new information and communication tech-
nologies to promote distributed, collaborative, 
multidisciplinary research (Hine, 2006: vi). It is also 
defined as “using and processing information in 
different digital formats to gain new achievements 
and new scientific insights” (Shokrkhah, 2018: 
231), with a special emphasis on collaboration-
at-a-distance. E-science is reported to encompass 
“the use of advanced high-performance 
computing tools across the sciences” (Schroeder 
and Fry, 2007: 563), creating new objects, sites and 
contexts of knowledge (Hine, 2006) in a virtual, 
hence distributed and connected setting of 
knowledge production called e-infrastructure. It 
therefore refers to “the rise of new forms of large-
scale distributed scientific enterprises supported 
primarily through advanced information infra-
structures” (Lee et al., 2008: 1). The terms e-science, 
cyberinfrastructure, e-infrastructure (Ribes and 
Lee, 2010: 231), as well as grid computing, collabo-
ratories (Lee et al., 2008: 1; Jankowski, 2007: 549), 
and cyberscience (Nentwich, 2003) are at times 
used interchangeably to refer to the technolog-
ical mediation of scientific research within larger 
collaborative, distributed and multidisciplinary 
networks supported by ICTs. The revolutionary 

role of e-science is frequently celebrated and 
sometimes called the ‘the fourth paradigm’ (Hey 
et al., 2009) in which “data-driven, interdisciplinary 
research is augmenting the existing paradigms 
of experimental, theoretical and computational 
science” (Edwards et al., 2011: 67). The E-infrastruc-
ture Report of the Swedish Research Council defines 
e-science as “computationally and/or data-inten-
sive science conducted on networked facilities 
enabling widespread collaboration” (Grönbeck 
et al., 2014: 19) and a “techno-human ecosystem” 
(Grönbeck et al., 2014: 22). This report emphasises 
the human component, the sociality embedded 
in cyber-structures. It thus gives more space to 
the ‘human infrastructure’ (Lee, 2006; Bietz et al., 
2010) embedded in the relational ecosystem of 
the infrastructure (Star and Ruhleder, 1996; Star, 
1999). 

The immediate effect of the changes intro-
duced with the advent of these techno-human 
e-science collaborations is stated to be “the redefi-
nition of traditional disciplinary boundaries into 
vast domains of investigation,” also referred to as 
“the big new sciences” (Ribes and Lee, 2010: 232). 
Yet it is not clear whether, in practice, disciplinary 
boundaries are actually blurred or redefined. Van 
Zundert’s (2018: 2) work on Mirador, for instance, 
focuses on one “open-sourced, web-based, 
general-purpose image viewer written in Java-
Script”. It discusses the preservation of data silos 
partially due to “the institutional makeup of 
academia and its (grant) funding schemes favour 
local institution-level digitization and develop-
ment […] Collaborative development between 
institutions is often frustrated by funding limita-
tions, and moreover requires significantly more 
coordination effort than local development” (Van 
Zundert, 2018: 10). Our research is a contribution 
to this discussion on ‘the institutional makeup 
of academia’ and our results point towards the 
preservation, rather than reconfiguration of disci-
plinary silos, which in turn, contributes to the pres-
ervation of data silos. Our study, and the particular 
focus on the organizational logic, focuses on the 
interdisciplinary collaborations in which many 
different technologies are produced for scientific 
research purposes. 

Research within the e-science platform we 
investigate here is classified on its webpage 
under the larger trans-disciplinary clusters of 

Science & Technology Studies 37(3)
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material science, life sciences, citizen earth and 
cornerstone technologies, the first three acting as 
domains to which cornerstone technologies are 
applied (see Fig. 1). Note that we write Platform 
with a capital P when we refer to the specific 
platform investigated, and use a small p when we 
refer to e-science platforms in generic terms. 

While new computational methods, tools and 
applications are produced under the research 
cluster of ‘cornerstone technologies’, the three 
other research clusters constitute the so-called 
‘application areas’ of these cornerstone tech-
nologies. In the Platform the cornerstone tech-
nologies are developed by researchers in the 
respective scientific computing, mathematics and 
computing science divisions and departments 
of the three universities involved. Other research 
clusters include scholars mainly from life sciences, 
material sciences, and environmental sciences 
in application-based projects. Application areas 
rather than disciplinary boundaries alongside 
computational technologies are thus empha-
sised in the public presentation of the Platform. 
Yet, as we shall see later, disciplinarity remains an 
important boundary that is preserved rather than 
blurred or reconfigured in the practical enactment 
of e-science on the Platform. 

Methodology
The data discussed in this article come from par-
ticipant observation of platform activities during 
the period September 2021-August 2022 and 45 
semi-structured in-depth interviews conducted 
in March 2022-May 2022 with 18 women and 27 
men researchers affiliated to the Platform. They 
ranged from PhD candidates to junior and sen-
ior faculty. All the participants were purposively 
selected according to the criterion that they 
had to be members of the Platform. They were 
thus not self-selecting. The first author initially 
approached the female researchers affiliated with 
the Platform in University B, the scientific comput-
ing program of the IT department of University A, 
and the female researchers included in the annual 
report of University C submitted to the Platform 
in 2021. She then approached all the researchers 
included in all three lists, and the PIs working for 
the Platform in disciplines other than scientific 
computing, computing science and mathemat-
ics in University A. The final list of 45 researchers 
included everybody who responded positively to 
the request for interview. She also participated in 
project presentations and seminars of the Plat-
form. The research was conducted based on the 
premise that e-science is enactment, “pointing 

Karakaş & Griffin
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to the importance of how socio-material sets of 
practices achieve and accomplish” e-science “as 
a meaningful phenomenon” (Bartlett et al., 2018: 
2-3). The interviews were conducted either online 
or in one of the affiliated universities. The research 
was approved by Swedish Ethical Review Author-
ity (Etikprövningsmyndigheten, No. 2022-00276-
01). The interviewed researchers were provided 
with information sheets about the project and 
gave written consent for the use of their pseudo-
nymised data in publications. The average length 
of the interviews was 60 minutes. The interviews 
covered questions on the interviewees’ educa-
tional background and how they had entered 
e-science and the Platform, their interdisciplinary 
collaborations and associated challenges, the 
representation of women in their respective dis-
ciplines, and in their e-science collaborations, the 
reasons for the under-representation of women in 
certain STEM fields, obstacles to women’s attrac-
tion to and retention in their respective disciplines 
and in e-science, suggestions to promote gender 
equality in their respective fields, in e-science, and 
in the Platform. 

One thing that emerged immediately was 
that the group membership in the Platform was 
highly ambiguous. The first author observed three 
ways in which researchers were members of the 
Platform (see Fig. 2). The first was through working 
in the research group of a PI who received funding 
from the Platform, regardless of whether the 
researchers themselves were funded by the 
Platform or not. The second was working in the 
scientific computing division of one of the univer-
sities involved (University A), or in the Computing 
Science Department of another of these univer-
sities (University C). Thirdly, they could also be 

considered a member due to their involvement in 
a project that was partially or fully funded by the 
Platform. A considerable number of researchers 
were themselves unaware of the fact that they 
were deemed members of the Platform via one of 
the above affiliations. Due to this, and to the fact 
that there were no overarching comprehensive 
statistics on the Platform regarding its personnel, 
the following data only provide an approxima-
tive idea about the number of women involved 
in Platform activities in the three universities. In 
2022 the scientific computing division at the IT 
Department of University A had 65 researchers in 
total (13 professors - five women and eight men; 
24 teachers and researchers - four women and 20 
men; 28 PhD students - nine women and 19 men). 
In the same year there were 157 researchers (37 
women and 129 men) affiliated to the Platform in 
University B according to the official website of the 
university. University C had 59 researchers (eight 
women and 51 men) affiliated to the Platform in 
2020 according to the annual report it submitted 
to the Platform4. These figures all indicate a signifi-
cant under-representation of women on the 
Platform.

The interviews were audio-recorded and tran-
scribed verbatim by the first author. At this stage 
the interviewees were pseudonymized by iden-
tifying them only by numerals, as we do in this 
article. The interview transcripts were analysed 
according to abductive data analysis (Timmer-
mans and Tavory, 2012; Tavory and Timmermans, 
2014). Taking a critical distance from grounded 
theory based on the assertion that “induction 
doesn’t generate theory,” (Timmermans and 
Tavory, 2012: 170); Timmermans and Tavory rather 
call for abduction. Going beyond the abductive/

Science & Technology Studies 37(3)
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deductive dichotomy, abductive analysis resorts 
to an iterative move between hypotheses on theo-
retically interesting cases and empirical data at 
successive stages of the analysis (Vila-Henninger, 
2022). 

Once a hypothesis has been formed, deduction 
helps work out the hypothesis by providing a 
plausible generalization or causal chain. Induction 
constitutes the evaluation of the hypothesis 
because it provides the data that should 
conform to the deductively delineated premises 
(Timmermans and Tavory, 2012: 171). 

Given this approach, the research started with the 
hypothesis that e-science collaborations could 
have the potential to attract female research-
ers from disciplines where they are better rep-
resented to ICTs. The data from the interviews 
were initially coded under the themes “academic 
background of researchers,” “conceptualization 
of e-science”, “challenges in e-science collabora-
tions,” “changes in knowledge production,” “level 
of engagement and sense of belonging in the 
Platform,” “strengths and weaknesses of the Plat-
form,” “representation of women in the Platform,” 
“the level of involvement in interdisciplinary col-
laborations,” “collaboration dynamics,” “chal-
lenges in interdisciplinary collaborations,” “gender 
mainstreaming opportunities in e-science col-
laborations,” “horizontal gender segregation”, 
“vertical gender segregation”, “suggestions to 
promote gender equality in the Platform.” These 
were then extended with codes emerging from 
the data under the themes of “boundary crossing 
practices,” “the conception of interdisciplinarity”, 
“hard/soft divide across the sciences”, “gendered 
user/developer divide”, “prevalence of a technical/
engineering conception of collaboration,” “limited 
mobility across sciences”, and “the preservation 
of disciplinary silos”. These inductively appearing 
new codes were then situated within the theoreti-
cal explanation in the literatures on women in sci-
ence and STS, to be checked against the data.

In order to further check the emergent 
theme of “the preservation of disciplinary silos”, 
co-authorship patterns of researchers at Univer-
sity B were also analysed based on the information 
provided on the university website. University B 
was chosen because their e-science collaborations 
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exhibited the greatest disciplinary diversity. Affili-
ated researchers at University C mostly worked in 
technology development, with only few projects 
in other sciences. University A was involved both 
in technology development with researchers in 
the scientific computing division at the IT depart-
ment and in research groups around PIs situated 
in theoretical chemistry, physics and biology 
departments. With the departure of the original 
PIs, University B eventually introduced open calls 
around projects exhibiting relatively more disci-
plinary diversity. Based on publications data on 
the webpage of University B, the disciplines of 
113 researchers were compared with the disci-
plines of the top three researchers they frequently 
collaborated with. This sampling excluded PhD 
candidates who do not yet have enough publica-
tions for comparison purposes and researchers 
whose co-authorship data were not provided on 
the webpage.

FINDINGS
High recognition of horizontal gender 
segregation
The interviewed researchers articulated a high 
level of awareness of the horizontal gender seg-
regation across their disciplines, attesting to the 
higher representation of women in biological sci-
ences and medicine than in engineering, math-
ematics and IT. They also noted that this gender 
segregation was reproduced in their e-science col-
laborations where the so-called application areas 
of e-science projects involved more women, and 
the mathematics and IT-heavy work of technology 
development remained highly male-dominated. 
As one interviewee, typically, put it: “I’ve noticed 
that more men are working with this not applica-
tion-based things, for some reason, they work on 
more theoretical stuff, and the applications, for 
some reason, women seem to think that’s more 
fun” (Interviewee 15, woman, junior researcher). 

The majority of the women researchers, as 
illustrated in the quotes below, thought that 
the reasons for this division were the gendered 
perceptions of scientific fields and gendered 
expectations regarding individual career trajecto-
ries: 
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I mean, I don’t believe that women don’t like 
technology. Because I know that many women 
do. Clearly, but I think that expectations play a 
larger role than what women actually want to do. 
I mean, because people don’t expect you to want 
that. So, it’s not so easy. I think the resistance from 
society, from your peers, I think this is a big factor at 
least. […] And maybe women feel more attracted 
to environmental sciences also because it’s 
expected that it will be more attractive to women 
(Interviewee 4, woman, senior researcher).

 I think it’s the same thing [in computer science], 
similarly to math where it’s seen as a boy’s thing, 
when you are kids in the whole society. […] there 
is this perception around you all the time that 
even if people may not notice so much constantly 
tells you, that’s not for you. That’s not for you. 
You shouldn’t do that. You’re not good at that 
(Interviewee 39, woman, junior researcher).

E-science, a potential space for gender 
equality?
The majority of the interviewees thought that 
e-science, as a new area of research at the inter-
section of different disciplines and disciplinary 
cultures entails opportunities to break away from 
preconceived gendered ideas around math-
intensive fields. One interviewee highlighted the 
potential of this newness to build more gender-
equal communities of research:

In some sense, I think that the focus areas have 
shifted more towards data driven science. And 
maybe there are more women there because 
that’s new, a newer science. I think that there is 
a tendency for the old areas to be more male-
dominated. […] There are more opportunities [in 
newer science]. And, the hierarchies haven’t formed 
themselves yet. So that’s why I think there could 
be more [women] (Interviewee 6, woman, senior 
researcher).

Another interviewee referred to the prevailing 
notion of ‘proper computer science’ as a male 
gendered domain for people involved in com-
puter hardware and software, and stated that 
application-oriented e-science does not fit this 
conception and therefore has the potential to 
attract more women.

I would say there would be more of an equal 
gender balance in the e-science than there would 
be in some of the, quote, more core kind of nerdy 
computer science, if you want to call it that. […] 
Because there’d be a little bit more breadth of sort 
of people involved and so on (Interviewee 31, man, 
senior researcher). 

Applications with societal value such as environ-
mental sustainability or cancer research were 
also thought to be of importance when it comes 
to attracting more women to e-science. An inter-
viewee told the first author how physics’ claims in 
the past, as a discipline, mostly focused on solv-
ing ‘hard’ problems and that might have deterred 
women, adding:

I think that if we put more emphasis on the value 
of sustainable technologies, and we need e-science 
people in material science, I think we will get 
more and more women to apply to our program 
(Interviewee 17, man, senior researcher).

E-science collaborations funded by the Platform 
indeed bring together researchers coming from 
and/or intersecting different communities of 
practice around similar problems. Hence, they 
have the potential to be spaces where more than 
one community of practice, both in terms of gen-
der and disciplinary belonging, co-exist in their 
participants in a way that might alter the gen-
dered perceptions and expectations around disci-
plines. Some of the interviewed researchers were 
involved in boundary-crossing practices through 
interdisciplinary collaborations, being specialized 
in computational sub-divisions of their disciplines, 
and/or changing disciplines. Most of the inter-
viewees dated their entrance into e-science, either 
as users or developers of computational methods, 
back to their postgraduate studies. As exempli-
fied below, they typically thought that e-science 
collaborations have the potential to attract more 
women scientists to computationally heavy areas 
of research, especially from disciplines with higher 
representations of women such as biological sci-
ences and medicine:

 One thing that in particular comes to mind is 
exactly life sciences. So, what happens now is 
that medicine uses increasingly computational 
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techniques. And in medicine, […] I believe it’s 
slightly more women than men who study 
medicine. But I mean, medicine definitely doesn’t 
have a gender problem with regards to women. 
And so there and as well in biology. So traditionally, 
fields that would use computational science were 
engineering, physics, these types of things, then 
increasingly chemistry, and only let’s say, in the 
last 20 years has it seriously started in biology and 
medicine. And so therefore, there is, I would say, at 
least in e-science in Sweden there I see an increase 
of women because of that (Interviewee 20, man, 
senior researcher).

Perpetuation of horizontal gender 
segregation 
Yet, the potential hinted at above remained 
untapped in the Platform, and the existing hori-
zontal gender segregation across the sciences 
was, as stated above, not bridged, but repro-
duced. There were four reasons, discussed below, 
for the perpetuation of horizontal gender segre-
gation in our case study.

Limited mobility across disciplines with higher 
gender parity to male-dominated computa-
tional technology development

Interdisciplinary collaboration5 was a key con-
cern for the Platform which functioned mainly 
as a research funding distribution hub. Distribu-
tion of funding was mostly centred on a few PIs 
situated in their disciplines who also manifested 
strong engagement in Platform activities. They 
were the principal investigators (PIs) who collabo-
ratively applied for the government’s call to estab-
lish an e-science SRA (strategic research area). 
These PIs located in their respective disciplines 
used Platform funding to hire PhDs and postdoc-
toral researchers. Only relatively recently with 
the departure of the original PIs, did University B 
start to involve new PIs around e-science projects 
which exhibited a strong focus on application 
areas in cognitive sciences, life sciences, and envi-
ronmental sciences.

In this context interdisciplinarity was enacted 
primarily in two ways. Firstly, funding was granted 
to PhD candidates and postdocs from new disci-
plinary constellations and application areas in 
e-science projects. This resulted in individual 
boundary-crossing across disciplines. Secondly, 
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technology developers and domain specialists 
worked in parallel, doing their bits of works in 
collaborative e-science projects. This being the 
case, the mobility of the researchers from disci-
plines with higher gender parity to technology 
development in the disciplines of scientific 
computing and mathematics was very limited.

Of the 45 interviewed researchers, only five 
reported mobility across biological sciences or 
medicine and male-dominated fields of IT and 
engineering. Of these five researchers three were 
men who had entered IT-intensive fields such as 
bioinformatics and scientific computing from 
biological sciences and medicine (molecular 
biology and genetics, physiotherapy and public 
health, biology). The two women who were in 
this category, on the other hand, were situated 
in evolutionary biology with a background 
in mechanical engineering, and in scientific 
computing with a background in biology respec-
tively. It is thus clear that women’s mobility across 
biological sciences and medicine to IT-intensive 
fields remained very limited in the case of the 
interviewed Platform researchers.

Gender friction in e-science collaborations

The female researchers involved in the Platform 
experienced not only science friction, interoper-
ability problems that occur when two or more 
disciplines work together on similar problems 
(Edwards et al, 2011), but also what we might call 
gender friction. Here we use the term gender fric-
tion to refer to the gendered aspect of interop-
erability problems in e-science interdisciplinary 
collaborations which adversely affect women. The 
literature on women in interdisciplinary STEM col-
laborations records certain gendered challenges. 
Zippel (2019), for instance, reports that existing 
institutional and organizational gender inequali-
ties also permeate interdisciplinary STEM col-
laborations, and a gendered imaginary prevails in 
interdisciplinary collaborations, marked through 
terms such as ‘patronizing helper’, ‘exploiter’, 
‘partner’ and ‘friend’. This imaginary “reproduce[s] 
inequalities through symbols and practices” (Zip-
pel, 2019: 1802). Griffiths et al. (2022: 233), on the 
other hand, state that “a survey of STEM faculty at 
a large public research university found that fac-
ulty from under-represented groups - in terms of 



12

gender, race, and sexual orientation - had more 
negative experiences with department-level 
research collaborations.” 

In our case study, the above-discussed nature 
of interdisciplinarity in the Platform, along with 
the need for constant self-training in the use 
of ICTs, posed certain challenges, especially for 
contingent junior female faculty. These challenges 
prominently included how much one actually 
needed to know about other disciplines one 
engages with in an interdisciplinary context. In an 
environment where interdisciplinarity was mostly 
conceived as technology developers’ and domain 
specialists’ working in parallel, it was rather 
ambiguous as to what it meant to be competent 
in a new discipline. The interviewee below talked 
of her impression of interdisciplinary work as 
“intruding on” another area of expertise, which 
was perceived to be harder for women. 

I think it’s common that people in interdisciplinary 
topics, and maybe especially women, feel a little bit 
like they are intruding in someone else’s field. […] 
like as an engineer, in a medical application, you 
feel that you don’t know anything about medicine, 
and then you don’t have anything to say about 
things there (Interviewee 1, woman, senior). 

This was observed to go hand in hand with a high 
sense of self-responsibility especially among con-
tingent female faculty who tended to overperform 
in e-science projects. “I think there has been a lot 
of this fear of not doing well enough,” said Inter-
viewee 13 about her work in her research group 
(PhD candidate). Interviewee 12, a PhD candidate 
with a background in engineering who started 
working in an evolutionary biology department as 
part of her e-science project, expressed issues she 
experienced mostly because the biology depart-
ment which hired her was not well set up to con-
duct cross-disciplinary projects. “But me being on 
the fringe, I know that it’s going to cause an issue 
because at every meeting we have on my prog-
ress, there’s new information and new directives 
and new things that are applied,” she said, adding 
“the issue is mine because I need to learn where 
I am right now.” This becomes a challenge when 
interdisciplinary work mostly relies upon such 
individual cross-boundary action, and the disci-
plinary organizational structure of universities is 
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sometimes not yet ready to accommodate such 
boundary-crossing actors (Griffin, 2022). In our 
case, especially junior women researchers inter-
nalized these issues which were not necessarily 
about them. They exhibited great degrees of self-
responsibility, anxiety and stress. 

Limited female mobility from biological 
sciences and medicine to IT fields, and gender 
friction restricted e-science borderlands’ capacity 
to meaningfully alter asymmetrical gender 
divisions across disciplines in e-science projects. 
Furthermore, as we shall see below, even when 
there was gender parity in cross-disciplinary 
e-science collaborations, the gendered developer/
user divide permeated research groups. Compu-
tational system/tool/method developers mostly 
were men, and computational self-reliance 
across disciplines acted as ‘gendered boundary 
work’ (Pereira, 2019; Vuolanto and Kolehmainen, 
2020) to further strengthen the hard/soft divide 
across the sciences depending on their perceived 
proximity to mathematics and IT. 

Gendered user/developer divide

The logic of domains and the user/developer divide

The above-mentioned conception of interdis-
ciplinary work was operative under a particular 
organizational logic, namely the logic of domains, 
described by Ribes et al. (2019: 281) as “a de facto 
organizing principle for science policy and tech-
nology development”. According to this logic, 
application areas in the Platform were classified 
as specific domains of action in which research 
was supported through ‘cornerstone technolo-
gies’ (see Fig. 1 above). Ribes et al. (2019) state that 
this logic envisages a ‘domain independent’ area 
of expertise, namely computing, information sci-
ences and more recently data science, presumed 
to be universal and general. On the Platform 
website, the research cluster called cornerstone 
technologies bore this attribute of domain-inde-
pendence, as the technologies were described as 
“transcendent” in relation to the domains of mate-
rial sciences, life sciences and citizen earth. 

Tool developers in the Platform also enacted 
this logic in how they developed generic models 
from particular datasets and/or vice versa. This 
was described by one interviewee as “tweaking 
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aspects of the model so that they can latch on 
to this data” (Interviewee 24, woman, senior 
researcher). This logic was also apparent in how 
the interviewees conceptualized the need for the 
domain-independence of computational tools:

Well, I mean, e-science is broader than what we’re 
doing in computational sciences, what we’re doing 
in chemistry for instance, because then we are 
sort of focused on methods that give chemistry 
results. And then, of course, in mechanics, they 
focus on things that sort of solve mechanics 
problems. So, the methods are quite distinct, there 
are similarities, but they are doing sort of different 
things. E-science collects all of these, and also 
puts the focus on the methods rather than the 
discipline. So that’s a new thing about e-science. It 
sort of creates a network above the disciplines, a 
full umbrella zone of the disciplines, and connects 
people (Interviewee 15, woman, junior researcher).

The discourse of supporting sciences through 
e-science whose computational tools remain 
generic, domain-independent and beyond sci-
entific disciplines prevailed among the tool 
developers in scientific computing, mathemat-

ics and computing sciences. “We try to support 
emerging science” said a senior researcher, add-
ing “So, it is part of our mission to make sure that 
all sciences can access computational resources 
that are needed” (Interviewee 4, woman, senior 
researcher).

This organizational logic, along with the partic-
ular enactment of interdisciplinarity mostly relying 
on working in parallel, within one’s disciplinary 
boundaries, around a common problem, perpetu-
ated a developer/user divide within interdiscipli-
nary e-science collaborations. It was common to 
observe that technology developers referred to 
scientists in application areas as their ‘users’:

It’s difficult to characterize what exactly people 
need, you know, I mean, when your user comes and 
says, “I need this to work.” “Okay, what do you mean, 
by saying work?” And it’s difficult for people who 
don’t know how this works (Interviewee 3, woman, 
senior researcher).

This showed that computational technology 
development was conceived as an engineering 
problem, and e-science as a form of technology 

Table 1. The 10 researchers at University B who frequently co-authored with researchers from another discipline. 

Researcher Department Frequently co-authors with 
(as per top 3 collaborators)

	 Discipline

Researcher (male) Economics and 
Management

1)	 Researcher, (male)
3)	 Researcher, (male) 
The 2nd collaborator is from the 
same department.

1.	 Medicine
3.	 Clinical Chemistry and 
Pharmacology

Researcher (male) Mathematics (Faculty of 
Science)

1)	 Researcher, (male), 
•	 2nd and 3rd most 
frequent collaborators are from 
the same department

1.	 Economics

Researcher (male) Astrophysics 1)	 Researcher, (male)
•	  2nd and 3rd most 
frequent collaborators are from 
the same department

1.	 Mathematics

Researcher (male) Mathematics (Faculty of 
Science)

All three male researchers Astrophysics

Researcher (female) Geology All three male researchers Astrophysics
Researcher (male) Bioinformatician, at the 

Faculty of Medicine
1)	 Researcher (male)
2)	 Researcher (male)
3)	 Researcher (female)

1.	 IT
2.	 Electrical and 
Information Technology
3.	 Physics

Researcher (male) Scientific and technical 
computing

All three male researchers Structural mechanics

Researcher (male) Mathematical statistics All three male researchers Physical geography and 
ecosystem science

Researcher (male) Data scientist at the Faculty 
of Medicine

3 male researchers Biochemistry and structural 
biology

Researcher (male) Mathematics (Faculty of 
Engineering)

Two male, one female 
researchers

Communications engineering

Karakaş & Griffin
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transfer to support computationalisation trajecto-
ries of scientific disciplines rather than a research 
innovation which reconfigured disciplinary 
boundaries. The impression was

that the level of ambition is not about bringing 
the disciplines into e-science, or [bridging] that 
gap that we were talking about [between scientific 
disciplines and e-science], but rather facilitating the 
use of e-science across disciplines, but still within 
their disciplinary silos. So, [this platform] isn’t really 
providing a platform for, you know, dissolving the 
boundaries between those disciplinary silos, but 
rather, it’s about increasing the accessibility of 
e-science within each discipline (Interviewee 32, 
man, senior researcher).

The preservation, rather than reconfiguration, 
of disciplinary silos was also visible in the co-
authorship patterns of affiliated researchers. The 
top three collaborators of the vast majority of 113 
researchers at University B (see the section on 
methodology above for selection criteria), were 
from their own departments or centres. Only 10 
researchers, of whom only three were female, 
were recorded to frequently co-author with 
researchers from other disciplines (see Table I). 7 
researchers were involved in co-authorship prac-
tices with researchers from other disciplines to a 
lesser extent. 

This also led to the preservation of discipli-
nary cultures as attested by the interviewee cited 
below.

So also in [this Platform], in e-science platforms, do 
you think that scientists inherit the culture of their 
own disciplines? 

I think so. Yes. Or how do they blend? Do they 
change each other? Do they interact? Perhaps 
a bit, but I think which department you are in 
is important. And then of course, it depends 
if you are dominating the department or the 
department is dominating you. So, it depends 
on the size of the groups also. But yes, I think 
the culture is more tied to domains than to 
what you actually do (Interviewee 4, woman, 
senior researcher).

Although e-science brings together scientific dis-
ciplines with varying degrees of gender diversity, 

hence has the potential to act as a borderland 
in which communities of practice intersect in 
one person and researchers are exposed to one 
another’s ‘disciplinary’ (Traweek, 1988) or ‘epis-
temic’ (Knorr-Cetina, 1999) culture, this potential 
was not realized in this Platform. Disciplinary silos 
were largely preserved and e-science solutions 
were mostly conceived in terms of engineering 
problems around technology transfer. One result 
of this is that a gendered user/developer divide 
permeated these e-science collaborations, which 
reflected the traditional gender divisions across 
the disciplines. 

Gendered technology user/developer divide in the 
platform

The enactment of the logic of domains, the 
nature of interdisciplinarity in the Platform, and 
the resulting preservation of disciplinary silos all 
meant that the already existing horizontal gen-
der segregation across the disciplines was repro-
duced. A closer look at e-science projects in this 
Platform not only in terms of the numeric repre-
sentation of women but also, and especially, the 
type of work conducted within the interdiscipli-
nary research projects showed that existing gen-
der divisions across the disciplines permeated 
the e-science projects. The interviewees typically 
reported that the task of computational technol-
ogy development which involved the theoretical 
work of numerical analysis and computational 
simulation, among others, remained highly male-
dominated. Interviewees from quite different 
fields of research involved in e-science collabora-
tions, such as the examples below, all stated this.

I know plenty of women in astronomy, who get 
involved with sort of e-science and big data. And 
they are quite happy with it, and they do fine. 
But also, I know that, within astronomy, studies 
that are more focused on stars […] tend to be a 
much friendlier field [for women], rather than, say, 
cosmology, or [working on] things that are very 
distant in the universe, or things like cosmological 
simulations, which are just theoretical computer 
simulations of the universe […] that field is a little 
bit more male-dominated, and I guess a little less 
friendly than, say, fields using stellar data. […] 
Observation of stars, you know, requires a lot of work, 
but you’re also sort of limited to the data that you 
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get from stars that are available or, you know, the 
instruments that you use. And so, I think somehow, 
it’s not as personal. The result doesn’t reflect what 
you think. And so, in that way, the theoretical 
fields are the fields where you create these huge 
simulations. I think it tends to build an environment 
that is much more protective of your own data. 
And, and a little bit more guarded of your own 
science [Interviewee 9, woman, senior researcher, 
emphasis added].

Here, the interviewee drew on the distinction 
between the work of mere observation, the “use” 
of observed data, as well as instruments, and the 
theoretically heavy work of designing computa-
tional simulations. We see how within the same 
discipline, the work relying on the ‘use’ of data 
and computational tools, and the development/
design of these tools remains gendered.

 
Yeah, we have like, groups, I’m in the systems 
[system development] group. So, we are 8 people 
and there are two women if I recall well, yeah, and 
then there is a bioinformatics group, where it’s four 
people and there are no women, and then there 
are like more lab-oriented groups, which I don’t 
know as much because I don’t interact with them 
as much. But there, I think, there are many more 
women (Interviewee 35, man, junior researcher).

Here again, we see that in the same life sciences 
centre - life sciences being a STEM field with rela-
tively higher gender parity - the work of technol-
ogy development [system development] and 
bioinformatics remained highly male-dominated. 

 One interviewee who thought that e-science 
collaborations have limited capacity to contribute 
to an increase in the number of women in compu-
tational tool development referred to the problem 
of their inclusion in e-science collaborations as 
users and not as developers:

[Women] have to learn something because they’re 
using. But they will never become a developer. 
They may say to the developer, “Look, here, you 
have done lousy work, change it, because we don’t 
use this” and things like that. […] Some people 
from computer science will teach the biologists. 
Yes, sure. But this will not lead to more people, 
female people in computer science. Of course, 
synergies are great, there will be something, there 
will be some people who learn biology and vice 

versa. And start programming and so on, sure, 
but it’s not going to solve the major problem 
(Interviewee 7, woman, senior researcher).

Thus, even when there was gender parity in an 
interdisciplinary e-science research group, the tra-
ditional gender division across the math-intensive 
and non-math-intensive divide (Ceci et al., 2014) 
seemed to be reproduced and not mitigated in 
e-science collaborations.

Gendered boundary work around self-
reliance in computational tool development
The term boundary work was originally devel-
oped to refer to rhetorical tools used by scientists 
to distinguish science from non-science in a time 
when modern sciences aspired to distinguish 
themselves from religion and technical know-how 
for claims of authority (Gieryn, 1983). In time, the 
term came to be used also to define practices and 
discourses that serve to create distinctions and 
boundaries across and within sciences. There are 
also studies which discuss boundary work that 
occurs as a response to new technologies for sci-
entific research (see Burri, 2008; Reyes-Galindo L., 
2016, among others). Recently, the gendered char-
acter of boundary work has started to be analysed 
(Pereira, 2019; Vuolanto and Kolehmainen, 2020). 
Below, we discuss how distinctions made across 
sciences with respect to their perceived compu-
tational self-reliance acted as gendered boundary 
work in the Platform which solidified the gen-
dered hard/soft divide.

It was common among male interviewees to 
classify disciplines along a scale depending on 
the disciplines’ proximity to mathematics and 
computing. Physics and theoretical chemistry 
were two disciplines which were perceived to 
be close to mathematics and computing. The 
presumed self-reliance regarding computational 
tools and methods development especially in 
physics, but also in theoretical chemistry, served 
as a boundary work for the scientists to draw 
boundaries around their disciplines to reinforce 
their authority. For example, the requirement 
to have discipline-specific knowledge was very 
much accentuated in the case of physics; it was 
cited as the reason why it is physicists themselves 
who need to develop their computational tools. 
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One interviewee (Interviewee 19, man, senior 
researcher) told the first author how a computer 
scientist who was hired by the research group 
to do programming to address their scientific 
problems failed to be efficient, as he did not know 
the problems in the field, and could not write 
hundreds of lines of codes at once. He then added 
the story of when CERN opted to buy commercial 
software instead of asking physicists to do the 
programming:

 […] This was especially true at CERN, because at 
CERN, actually it’s a bit of a funny story, but it’s 
like 30 years ago almost, right? When they started 
to plan for this new collider, they said, “We don’t 
want to program things at CERN, we want to buy 
commercial software.” And so, for 10 years, they had 
a big investment in commercial software, because 
they said, “We don’t want physicists to write the 
program.” But in the end, it turned out that this 
commercial software didn’t really deliver. Because 
they didn’t understand the problem we faced. And 
so, RUTH, this program that we use today, was 
really started as kind of like a renegade project, 
it was not really sanctioned by the management, 
they really looked down upon it for many years. 
But the problem was that they knew exactly what 
we needed, right? So, they made a program that 
could do all the things we needed, whereas other 
people made maybe more beautiful programs, 
but they couldn’t do what we needed to do, right? 
(Interviewee 19, man, senior researcher).

The same requirement for discipline-specific 
knowledge was not as much highlighted in bio-
logical sciences and in medicine. There, just as 
in the example below, the emphasis was on the 
researchers’ dependence on tool developers out-
side of their discipline. 

So, that’s where I think a platform … could fulfil 
an important role because we may have quite 
uneven formal training and uneven knowledge 
of [computational] methods and, previously your 
research was normally more focused and now 
we are forced to do research that is a lot more 
complex and you need to be quite good at almost 
everything, but you’re not very good at anything, 
you are kind of more superficial sometimes 
(Interviewee 5, woman, senior researcher).

In this discourse of varying levels of computa-
tional self-reliance and confidence across disci-
plines, it was observed that the gendered hard/
soft divide between the sciences was reinforced. 
Hence, the presumed computational savviness 
and self-reliance of a discipline was used as gen-
dered boundary work to underline how hard or 
soft a discipline was. 

Some male interviewees drew the boundary 
between physics and biology as to how deter-
ministic or stochastic their computational models 
were. In the quote below, the presumed precision 
of correspondence between real-life interac-
tions and computational models in physics - i.e., 
deterministic over stochastic - which enables the 
“staging” of a physical action (Knorr-Cetina, 1999: 
34)- was used as boundary work between physics 
and biology:

Computationalisation of scientific disciplines is 
related to how deterministic or stochastic their 
models are, how much noise they incorporate. 
Models are more deterministic in physics and less 
so in biology, also leading to how suitable their 
problems are to being computationally simulated 
(Interviewee 26, man, senior researcher).

Another male interviewee associated the different 
pace of diverse sciences in adopting mathematical 
and computational models, or their computation-
alisation, to how hard/soft they were supposed 
to be, reformulating the boundary in terms of the 
hard/soft divide:

If you put like all kinds of sciences, so to say, like 
on a scale with the hard sciences at the bottom 
and the soft, softer sciences at the top, you could 
see, along this scale, people started to use more 
and more mathematical models, and that’s what 
I would qualify as e-science, this use of maths to 
model a problem (Interviewee 35, man, junior 
researcher).

Researchers were aware that biology was labelled 
as ‘not hard’. A junior woman researcher stated 
that in high school, biology was considered a “loss 
for science because it’s not a hard science” and 
the overall feeling she got was that “biology was a 
bit deprecated as a science, it was not a pure, hard 
science” (Interviewee 13). 
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A male interviewee was quick to associate the 
higher number of women in biology with the 
discipline being less math-intensive: 

So why do you think we have more women in 
biology?

I don’t know. It’s less maths maybe. If I would say 
that. So, if one would label, say this physics and 
maths, they are more male-oriented disciplines, 
then biology would be the opposite of it 
(Interviewee 30, man, junior researcher). 

Overall, as opposed to physics and theoretical 
chemistry, computational competence in biology 
was in general perceived to be low:  

 [In biology] they are kind of in a less privileged 
situation. In physics, we could help ourselves [in 
computational tool development], while in biology, 
they probably can’t, so the more dire need for this 
kind of organization falls in those departments 
(Interviewee 3, woman, senior researcher).

While chemistry was also deemed less math-
intensive and ‘softer’, there was clear gendered 
boundary between laboratory work and compu-
tational chemistry. “For some reason, theory is 
not attractive [for women]”, said an interviewee, 
adding that “it could be that what attracts females 
to chemistry is sort of the chemistry of doing 
things with your hands in a way, working with sort 
of practical things” (Interviewee 2, man, senior 
researcher). He stated that chemistry in that sense 
was closer to biology and “kind of a softer sub-
ject”, and added that it could be the reason why 
they needed to recruit PhD students to work on 
e-science projects from physics and other depart-
ments. This was somehow in conflict with his pre-
vious statements on the self-reliance of chemistry 
when it comes to developing computational tools 
to solve problems in the field. Yet, it is illustrative 
of the way in which perceived computational self-
reliance is used to draw boundaries both between 
biology and chemistry, the first otherwise stated 
to be close to chemistry, and between laboratory 
work in chemistry and computational chemistry. 

In the case of the Platform, the perceived or 
real computational self-reliance of a discipline 
was mobilized to draw boundaries both across 

the sciences and between theoretical/computa-
tional and wet-lab work within the same science, 
all in line with the hard/soft divide. Given the 
gendered nature of the hard/soft divide across 
the sciences, which goes hand in hand with 
the gender division both within and across the 
sciences, computational self-reliance also acted as 
gendered boundary work for claims of authority. 
This gendered boundary work around disciplinary 
computational self-reliance hence strengthened 
the gender division across the scientific disci-
plines.

Discussion and conclusion
In this article, we attend to situated practices and 
meaning-making around technology develop-
ment and use in a particular e-science platform in 
Sweden to account for the extent to which exist-
ing horizontal gender division across the sciences 
is enacted in the borderland opened by e-science 
collaborations around the use and development 
of the state-of-the-art computational tools. This 
can also be reframed in terms of the more gen-
eral question of “shifts in power relations around 
knowledge” (Wouters et al., 2013: 3) and the pos-
sibility of social transformation within existing 
inequality regimes (Acker, 2006). These inequality 
regimes have become persistent and resistant to 
change, especially in the case of gender imparity 
in computer sciences and ICTs, and gender divi-
sions across the sciences. 

Although there exist discussions and data on 
the possible “levelling effect” of new e-science 
technologies (Hine, 2006: xvi) when it comes 
to enhancing female participation in scientific 
endeavours and the workforce (Palackal et al., 
2006; Oleksy, 2012; Oladejo et al., 2021), and the 
career advancement of female academics (Ojo 
et al., 2015), the findings from the Platform offer 
a grim response to the question of whether the 
position of women in science is changing with 
this new technology (Kretschmer and Aguillo, 
2005). They attest to the perseverance of the tradi-
tional horizontal gender segregation, and gender 
inequalities across disciplines, including within 
e-science collaborations. 

Although Platform members articulated the 
notion of a potential for e-science collabora-
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tions to attract more women to computationally 
supported research, one could see that in practice 
this potential remained largely untapped and 
the existing horizontal gender segregation was 
perpetuated through the following mechanisms 
which we also used to structure this article: a) 
mobility across disciplines with asymmetrical 
gender divisions remained limited; b) gender 
friction, gender-specific problems suffered by 
women in interdisciplinary collaborations, took its 
toll on female researchers; c) traditional gendered 
divisions across scientific disciplines permeated 
e-science collaborations and perpetuated the 
gendered technology developer/user divide 
where developers mostly remain men6; and d) 
different levels of self-reliance in technology 
development across disciplines and the percep-
tion of scientific fields’ proximity to IT and maths 
acted as ‘gendered boundary work’ (Pereira, 2019; 
Vuolanto and Kolehmainen, 2020). All this rein-
forces the gendered hard/soft science divide. Disci-
plinary silos were preserved rather than blurred 
or reconfigured. Technology development was 
deemed an engineering problem, and e-science 
computational technology transfer, rather than a 
reconfiguration of disciplinary boundaries. This all 
mitigated the potential of boundary crossing to 
alter existing gender asymmetries in the sciences. 
How can we account for this persistence of gender 
asymmetries in new technology formations such 
as e-science? 

It is well known in STS that new technologies 
are “built on an installed base” (Star, 1999: 382), 
a base that also includes existing asymmetrical 
social relations across ‘the human infrastructure’ 
(Lee, 2006; Bietz et al., 2010). This needs to be kept 
under consideration, especially in the case of tech-
nologies which enable disembodied and distrib-
uted communication in the virtual or cyber space. 

Virtual space is closely tied to existing inequalities 
in the broader social world and it supplements 
rather than completely replaces real-life interac-
tions (Woolgar, 2002). That space “reflect[s] and 
reinforce[s] existing social orders, expressing and 
materializing hierarchical relations” (Davis et al., 
2021: 1). Hence the belief in e-science’s potential 
to mitigate gender asymmetries across sciences 
has, in the Platform under study, turned out to 
be the ‘cruel optimism’ that Lauren Berlant (2011) 
invokes to characterize the failed promises held 
out to women of the possibilities of inclusion 
under changing conditions. 

Our case study turns our attention to the fact 
that new technologies are assembled and become 
embedded in the existing techno-human infra-
structure, and do not create a ground-zero for 
social emancipation. To be able to tap into the 
potential of cross-disciplinary e-science collabo-
rations to meaningfully bridge the gender gap 
across the sciences, we need concerted efforts and 
collective positive action at organisational level. 
These efforts will inevitably need to address the 
gendered technology user/developer divide and 
the way interdisciplinarity is practically enacted. 
They will need to analyse the repercussions of the 
prevalence of the logic of domains as an organisa-
tional principle in e-science initiatives, and tackle 
the ways in which computational self-reliance in 
the sciences with respect to computational tool 
development acts as gendered boundary work. 
This points towards the requirement for future 
studies on the extent to which disciplinarity 
remains important in e-science collaborations, 
on the gendered aspects of epistemic cultures 
(Knorr-Cetina, 1999), and on how and whether 
the computationalisation of the sciences alters 
existing epistemic cultures, or creates new ones, 
with possibly different gender relations.  
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Notes
1	 The report uses a complex methodology covering all continents (see Gender InSite, 2021: viii).

2	 There may, of course, be other reasons for this under-representation, such as fear of harassment from 
male colleagues or a sense of lack of social safety. For the purposes of the article, we focused on the 
ones which have appeared during the data analysis.

3	 The project which led to the research whose findings are discussed in this article was conceived by 
Griffin who also secured the funding for Karakaş’s postdoc at Uppsala University. Karakaş designed the 
research and conducted the ethnographic field study. She analysed the data from the fieldwork, the 
interviews, and online information on researchers’ biographies and co-authorship practices. She drafted 
the article, and attended to its revision during the peer-review process.

4	 As seen above, different sets are used to give an approximative idea about the number of women in 
the three universities of the Platform. This is related both to the ambiguity around group membership 
in the Platform and to the lack of availability of a list of affiliated researchers. Only University B had a 
list of the staff affiliated to the Platform, therefore this list was the most exact document to rely upon. 
Group membership in University C and A depended on the affiliation to the afore-mentioned depart-
ments and research groups of PIs funded by the Platform. University C submitted an annual report to 
the Platform, while University A did not. Here, we resorted to the list of researchers in the annual report 
of University C, and the number of researchers affiliated to the scientific computing division in Univer-
sity A. The number of women in the research groups of PIs funded by the platform therefore couldn’t be 
counted in the latter case.

5	 Interdisciplinarity as a concept has many meanings. For some it means working together across 
sub-areas of one academic field. However, the type of interdisciplinary that is of concern for us here 
involves broader interdisciplinary work across disciplines, e.g. between more gender-equal sciences, 
such as medicine, biological sciences and environmental sciences and the male-dominated enginee-
ring and IT. 

6	 See Suchman (2002) for the demystification of the designer/user opposition in technology production.
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Abstract
This article focuses on how car drivers domesticate technologies of automation and the way this might 
inform our understanding of potential shifts to a more automated mobility system. The current literature 
on automated mobility has mainly addressed drivers’ roles in terms of their attitudes towards—and 
acceptance of—an anticipated shift to high-level driving automation. In this article, however, we take 
a step back from expectations around automated mobility to explore the domestication of driving 
assistance technologies and systems already in use.  The analysis is built on qualitative interviews with 
drivers of private cars in Norway. Based on our findings, we develop a typology of user-technology 
characterisations highlighting three themes of the drivers’ use (comfort, safety, and novelty) as well as 
two modes of engagements (modulation and non-use). Our analysis suggests that automation is likely 
to be an incremental and gradual process and that its eventual application depends on the specificities 
of the practices that it seeks to disrupt. Moreover, we argue that the governance of automated mobility 
needs to be attentive to the dynamic and unpredictable roles technology will have in processes of 
socio-technical change. In this context, we highlight the key roles of users in shaping processes of 
appropriation of both new technologies and broader innovations and argue that knowledge about 
technology domestication provides important insights to changes towards automation in our current 
mobility systems.
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Introduction
Expectations that automation and digitalisation 
will transform current mobility systems are high, 
both amongst policy makers and the transport 
industry (Bergman et al., 2017; Haugland and 
Skjølsvold, 2020; Ryghaug et al., 2022). In Euro-
pean policy, a language centred on ideas like 
smart mobility, digitalisation, connectivity and 
automation has become integral to the articula-
tion of mobility futures (EC, 2020). In industry, 
most car manufacturing companies are pursu-
ing projects related to technologies for automa-
tion, and Big Tech has joined in. Apple is pursuing 
the development of its own electric car aimed 
towards full self-driving capabilities (Gurman, 
2021), while Google’s self-driving car project (now 
called Waymo) has communicated an ambition to 
enable mobility without “anyone in the driver’s 
seat”1 (Waymo, n.d.) for more than a decade (Poc-
zter and Jankovic, 2014). If realised, such a transi-
tion to automated mobility might be the most 
significant change to the mobility system since 
the introduction of the combustion engine (Hop-
kins and Schwanen, 2017), not least due to a series 
of proposed benefits such as increased access to 
mobility for older adults and children, improved 
road safety and sustainability. 

The research community has also embraced 
these expectations for automated mobility, often 
through mapping the road towards increased 
automation by addressing technical and social 
barriers for innovation, adoption and use of 
automated mobility (see Milakis et al., 2017; 
Hermann et al., 2018). Within earlier studies 
of automated mobility, major streams of work 
also include research into the complexity of the 
technological infrastructure needed to enable 
automated driving (see Ryghaug et al. 2022; Marti 
et al. 2019; Liu et al., 2020; Lipson and Kurman, 
2016) and issues related to the societal organi-
sation of automated vehicles (see Milakis et al., 
2020; Milakis et al., 2017; Mladenovic et al., 2020; 
Stilgoe, 2020; Stilgoe and Cohen, 2021; Cohen et 
al., 2018). A substantial body of literature has also 
developed in relation to the ethics of automated 
vehicles, mainly focusing on analysing issues 
concerning accidents with self-driving cars (see 
Dogan et al., 2020; Nyholm and Smids, 2016; 
Wolkenstein, 2018; Manchon et al, 2021). Within 

these literatures, the use of existing technologies 
has only been scarcely described.

In this article, we take a step back from the 
grand visions of automated vehicle futures which 
might arguably overshadow much-needed 
attention to the ways that ongoing processes 
of automation are already shaping mobility 
practices in important ways. Expectations for 
automated mobility futures are characterised by 
ideas of radical change and disruption. However, 
as innovations meet the challenges of practical 
implementation, they can lose their momentum. 
The successful introduction of new technology 
requires the alignment of a broad set of interests 
and actors (Pinch and Bijker, 1984; Bijker 1997; 
Bijker and d’Andrea, 2009). Thus, understanding 
the roles of users of a new technology in shaping 
processes of its appropriation (Ryghaug and 
Toftaker  2014; Anfinsen et al.2019; Berker et al., 
2006) as well as broader innovation processes 
(Schot et al., 2016) is central to theorising the 
potential for changes towards automation in 
current automobility systems (Cohen et al., 2020). 
Our objective is therefore to give an account of 
how actors work to appropriate new technologies 
and the struggles and frictions that can appear 
when new technologies meet established routines 
and driving patterns. 

When Tesla launched its new Model S featuring 
an improved autopilot function in 2015, it was 
described as “not a car, but a sophisticated 
computer on wheels,” pointing to the external 
cameras, ultrasonic sensors and robust processing 
power available to assist the driver in controlling 
the vehicle (Hirsch, 2015). It seems as though cars 
are being gradually transformed to reduce the 
gap to self-driving futures. Indeed, the Insurance 
Institute for Highway Safety claims that “the 
building blocks for that technology [driverless 
cars] are already out on the road.”2 Regardless of 
whether this vison will come into fruition, new 
car models are increasingly being moulded and 
engineered to fit visions of future self-driving 
vehicles. Over the last decade, drivers have been 
exposed to new technologies such as advanced 
systems that might disrupt established driving 
patterns, intervene in decision-making processes 
and interfere with individual driving preferences. 
This means that today´s driving practices are 
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around the corner. Our account instead suggests 
that automation is likely to be an incremental and 
gradual process, and that its eventual application 
will depend on the specificities of the practices it 
seeks to disrupt. 

Theoretical perspective: 
Domestication
Our analysis is grounded in a socio-technical 
perspective (Sovacool et al., 2020), meaning that 
we are interested in exploring how relation-
ships between technologies and their users are 
formed and how both the users’ understanding 
of the technologies and their driving practices are 
shaped through appropriating new technologies. 
More specifically, our analysis mobilises domesti-
cation theory (Silverstone and Haddon, 1996; Lie 
and Sørensen, 1996; Berker et al., 2006), which 
enables a detailed understanding of the micro-
practices of technology appropriation. Our analyt-
ical strategy thus stands in contrast to most social 
scientific research on automated mobility that 
does not focus on actual practices but is rather 
more futures-oriented and focuses on analysing 
systemic changes, addressing overarching trans-
formations in mobility practices and anticipating 
issues related to their wider economic, technolog-
ical, societal and ethical implications. 

Domestication theory allows for an analysis 
of DA systems that zooms in on the use of tech-
nology. The approach focuses on how technolog-
ical objects are transformed from something ‘wild’ 
into something ‘tame’ as users construct shared 
understandings of the technologies and how they 
are supposed to be used (Silverstone and Haddon, 
1996; Sørensen, 2006: 46). Importantly, it evolves 
around an open-minded analytical process that 
is attentive towards the unexpected outcomes 
produced through technology appropriation. That 
is, the use and meaning of a technology are not 
taken for granted in the analysis but understood 
as something co-produced through interactions 
between users and technologies. The approach 
also renders both the technology and the social 
organisation surrounding it as malleable entities. 
Hence, new technology does not only create 
social change, but technologies themselves gain 
different meanings depending on their context 
of use and the specific practices they are appro-
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already being influenced and changed by driver-
related systems and technologies. Despite this, 
little is known about the ways driving practices 
are changed by the integration of such new tech-
nologies, which new practices emerge or what 
roles users play in making new technologies part 
of road-based mobility. The current transport-
oriented literature largely seems disinterested 
in the links between contemporary technology 
and practice, gradual change and the automated 
mobility futures so often discussed. 

In this article we ask how contemporary 
drivers domesticate (Silverstone and Haddon, 
1996; Lie and Sørensen, 1996; Berker et al., 2006) 
technologies of automation, as well as how this 
might inform our analysis of potential shifts to a 
more automated mobility system. We do so by 
studying the mundane ways that automation has 
become part of driving over the past decade and 
by exploring ways that drivers make sense of, use 
or resist automation technologies that are already 
mainstream in contemporary car models. We 
focus on systems that automate specific functions 
in cars, generally referred to as Driving Assistance 
(DA) systems. DA systems are integrated into most 
modern cars to varying degrees of technological 
sophistication. They range from basic functions 
such as rear-view parking cameras and (adaptive) 
cruise controls that assist in maintaining a steady 
speed to advanced systems such as the Tesla 
autopilot which combines multiple sensor tech-
nologies to automate or assist driving tasks 
(e.g., speed adjustment, lane centring, road sign 
reading, parking) and actively intervene with the 
driver’s control of the vehicle (Bengler et al., 2014). 
Systems with a high degree of complexity are 
frequently referred to as Advanced Driving Assist-
ance Systems (ADAS), but for matters of simpli-
fication from here onward we use “DA systems” 
as an umbrella term capturing both the simpler 
systems and ADAS. Focusing on the configura-
tion of available DA systems, we ask: how can we 
characterise the processes through which users 
appropriate such systems, and what can these 
characterisations teach us about the roles that 
users can play in a transition towards increased 
automation in driving?

Answering these questions provides an 
important corrective to mainstream narratives 
which suggest that a driverless society lies just 
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priated into (see Ryghaug and Toftaker, 2014; 
Ryghaug et al., 2018; Aune, 2001; Næss, 2021). 

One of the main aims of a domestication 
analysis is to capture the complex and extensive 
work that is done to stabilise the use of a new 
technology and to then unpack how new skills, 
practices and meanings are produced through 
this work (Sørensen, 2006). Domestication theory 
invites an analytical focus on three generic sets 
of features: 1) the formation of new practices in 
relation to the technology, such as the estab-
lishment of routines for using the technology 
or the development of institutions to support 
and regulate its use; 2) the development of new 
skillsets and cognitive processes related to taking 
part in the new practices; and 3) the construction 
of meanings of the technology, including the role 
the technology may have to the production of 
identities of the actors involved (Sørensen, 2006; 
Sørensen et al., 2000). 

We approach our analysis of DA systems in a 
similar way. From the perspective of car manu-
facturing companies, DA systems have become a 
way to offer certain benefits such as comfort and 
safety to car buyers. Put differently, technology 
design contains a technology script (Akrich, 1992) 
that also includes the imagination of the user and 
expectations about the technology’s intended 
use. Our interest lies in exploring what happens 
when these scripts meet actual users and actual 
uses. When the DA systems are domesticated, we 
should assume that the scripts are negotiated and 
even re-configured by users and that alterations of 
the intended use or entirely new and unexpected 
forms of use might emerge. Our focus is thus on 
addressing what we can theorise as the formation 
of new networks between technology, user and 
their environment that will occur when a tech-
nology is enacted in specific user contexts (Latour, 
1996; Callon, 1986; Akrich, 1992). The inherent 
flexibility in the use-potential of technologies 
can be explained as the outcome of this dynamic 
process of network formation, which depends on 
already existing practices and is therefore difficult 
to predict or generalise (Sørensen, 1994; Pantzar, 
1997). 

By doing this we provide an alternative account 
of users compared to much of the literature on 
automated mobility. Previous studies’ accounts 

of users are predominantly divided into simulator 
studies of driving conducted from a psycho-
logical perspective, such as using eye tracking to 
document attention shifts related to automated 
driving features (de Winter et al. 2014; Merat 
et al. 2014), and studies of public expectations, 
attitudes and acceptance of automated vehicles 
(König and Neumayr, 2017; Kyriakidis et al., 2015, 
Xing et al., 2021). In contrast, we ascribe a more 
decisive role to users as we focus on the active 
role they may take in appropriating new technolo-
gies and, relatedly, in shaping societal sustain-
ability transitions (Ingeborgrud and Ryghaug, 
2019; Ryghaug and Skjølsvold, 2019; Ryghaug et 
al., 2019; Sørensen, 2006;. Schot et al., 2016). Users 
can play important roles both as facilitators and 
critics of change, but this hinges on understanding 
what actually happens when technologies are 
being put to use and creating an openness to all 
the ways that DA systems become part of driving 
practices. 

Methods and data
This study draws on empirical material consisting 
of 37 qualitative interviews with drivers using DA 
systems. By using qualitative interviews, we were 
able to collect in-depth information about users’ 
experiences and perceptions of DA systems. The 
interviews were semi-structured, allowing for 
comparison across the material, but focused on 
open-ended questions that encouraged partici-
pants to share their personal experiences. While 
this choice of method has the limitation of not 
allowing direct observation of user-technology 
interactions, it has been valuable in understand-
ing not only the practical aspects of using DA 
systems, but also the underlying assumptions, 
non-use practices, and sense-making processes 
that are crucial to the domestication of technol-
ogy. Ultimately, our methodology enabled us to 
provide detailed insights into the complexities of 
using DA systems.

The interviews were conducted with people 
who owned cars in which one or more systems for 
DA were installed. The simplest cars, technologi-
cally speaking, had functions for cruise control in 
addition to antilock braking systems (ABS) and 
electronic stability programs. The most sophisti-
cated cars had several new systems for “function 
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specific automations” working in combination 
with each other, such as adaptive cruise control, 
lane assisting and lane centring technologies, an 
automatic braking system, a rear-view camera, 
parking sensors, parking assistance, and road 
sign reading. The interviewees’ cars represented 
a broad variety of brands and a wide range in 
model years, with the oldest car having been 
produced in 2009 and the newest in 2020. The 
interviewees were selected to represent a diverse 
demographic profile, including a variety of profes-
sional backgrounds, years of education and ages 
(from 26 to 75 years). An important considera-

tion was to recruit from urban and rural areas, as 
we wanted to explore variations in appropriating 
the DA systems across different geographical and 
infrastructural contexts. Table 1 gives an overview 
of the interviewees with information about age, 
sex and car used. For two of the interviewees 
age information has not been retrieved. For the 
cars, manufacturer and model names are listed 
and also model year when this information was 
available to the interviewees.

We conducted qualitative analysis of the 
material, following an approach inspired by 
grounded theory (Charmaz, 2006). The objective 
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Table 1. List of interviewees

Interviewee nr Age, sex Car model (year) 
IW1 40s, Male Toyota Rav4 (2011)
IW2 50s,Male Tesla Model S P85D (2015)
IW3 30s, Female Tesla Model X
IW4 50s, Male Tesla Model 3 (2019)
IW5 30s,Female Peugeot Rifter
IW6 60s, Male Volvo XC60 (2017)
IW7 70s, Female Renault Zoe
IW8 40s, Male Tesla Model 3 (2019), Mercedes B electric
IW9 60s,Male Audi A4 (2017)
IW10 60s,Male Peugeot 208e (2020)
IW11 30s,Male Toyota Avensis (2015)
IW12 20s,Male Volkswagen eGolf (2020)
IW13 60s, Male Audi E Tron (2020)
IW14 50s, Male Peugeot 208 (2009)
IW15 60s, Female Toyota Avensis (2018)
IW16 60s, Female Kia Soule (2020)
IW17 60s, Male Audi E-tron (2019)
IW18 30s, Male Toyota Auris Touring (2016)
IW19 40s, Female Tesla Model S (2016)
IW20 60s, Male Tesla Model S (2014)
IW21 50s, Male and female BMW Hybrid
IW22 Female Peugeot 508 (2012)
IW23 Male Nissan Leaf (2016)
IW24 50s, Male Tesla Model 3 (2019)
IW25 40s, Male Opel Ampera (2017)
IW26 20s, Male BMW 318 (2016)
IW27 70s, Male Mitsubishi Outlander (2017)
IW28 50s, Female Jaguar F pace (2019)
IW29 20s, Male Tesla Model 3 (2019)
IW30 60s, Female Mitsubishi Outlander (2017)
IW31 40s, Male Nissan Leaf (2018)
IW32 60s, Female Nissan Qashqai (2015)
IW33 20s, Male Jaguar I-Pace
IW34 40s, Male VW e-Golf (2020)
IW35 50s, Male Tesla Model X
IW36 50s, Male Opel Ampera E (2018)
IW37 70s, Female Mitsubishi Outlander 
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of our analysis was to develop an empirically 
grounded understanding of the users’ interactions 
with the DA systems that could provide a basis for 
theorising processes of automated driving and 
the users’ roles in these processes. The analysis 
was conducted in two main steps. The first step 
was geared towards developing a rich empirical 
characterisation of how the drivers were using 
the DA systems. We asked descriptive analytical 
questions: In relation to what aspects of their 
driving were DA systems used? How did users see 
the benefits and challenges of using DA systems? 
How was the use of DA systems shaping their 
driving? We also focused on developing insight 
into the relations that were formed between 
the users and the technologies. This was done 
by identifying dimensions in the interviewees’ 
use of DA systems that cut across the identified 
main themes. The second step of the analysis was 
aimed towards generating an understanding of 
the domestication process as a whole in relation 
to DA and cars, focusing on the main features 
of technological domestication highlighted by 
Sørensen (2006).

A typology of DA and 
user interactions
In the following analysis, we have first developed 
a typology of DA systems and user interactions 
based on themes identified in the users’ accounts 
(comfort, safety and novelty) and the modes of 
use identified across those themes (modulation 
and non-use). Second, we discuss our findings in 
terms of key features of the domestication proc-
ess, asking: What new practices can we observe in 
the use of DA systems? What types of skillsets are 
developed to stabilise the use of the DA systems? 
How do drivers ascribe meaning to the technolo-
gies, and in what way do the technologies play 
a role in the formation of identities among the 
drivers?

DA for comfort
Unsurprisingly, comfort was one of the most fre-
quent themes in the interviewees’ accounts of 
using DA. When talking about DA in this context, 
the drivers made sense of the technologies in rela-
tion to mundane, everyday aspects of their driv-

ing. The technologies were “just there” as parts of 
their vehicle, and they used them whenever they 
felt the systems could offer increased comfort. 
For most of the drivers, DA systems had not been 
important in the decision of which car to buy; nei-
ther did they feel that the DA systems impacted 
how, when or why they used the car. Rather, their 
car use was generally presented as routinised, 
based on what they presented as stable driving 
practices and travel habits. The applicability of DA 
technologies was thus dependent on the technol-
ogy being integrated into this existing landscape 
of everyday use. For example, adaptive cruise 
control and lane assistance were typically used to 
make long distance driving less tiring by delegat-
ing certain driving tasks from the driver to the car. 
One driver explained:

[…] it just makes driving a bit more comfortable. 
I have noticed that when I use the accelerator in 
a normal car [without DA], my foot actually starts 
to hurt, but if you use DA you will relax much 
more. You get less tense and you have a more 
comfortable driving experience. (IW2: 50s, male, 
Tesla Model S P85D 2015) 

Another way DA was used to increase comfort 
was to assist in situations where the technologies 
alleviated the driver’s stress, like using a rear-view 
camera to park the car accurately:

I have become completely dependent on using 
the rear-view camera; you know using the sensors 
for backing the car, the rear-view camera, the alert 
system for parking and things like this when you 
are driving and are about to park. The combination 
of the alert system for parking, the sensors 
measuring the distance and the rear-view camera 
makes parallel parking so much easier. (IW6: 60s, 
male, Volvo XC60 2017)

As the quote illustrates, domesticating DA as com-
fort was dependent on the driver experiencing 
a benefit to their driving from the systems. Also, 
there needed to be a good match between the 
DA’s formatting and the driver’s existing driving 
patterns. To be used, the DA systems thus needed 
to have a low degree of disruption and build upon 
the ways that the drivers were already using the 
car. In sum, this means that the DA systems played 
a subordinate role in the driving practices and was 
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rather experienced as technologies that provided 
incremental improvements to the comfort of driv-
ing. Importantly, this type of mundane use was 
prominent among users of older and simpler DA 
systems as well as advanced DA systems.

Comfort: Modulation and non-use
We are not only interested in exploring the com-
mon themes in the drivers’ DA use but also in 
understanding the domestication process in light 
of the drivers’ engagements with the technolo-
gies. That is, the drivers’ accounts also show how 
this domestication drew on a continuous interac-
tion between the user and the technology. More-
over, the drivers were constantly modulating the 
technology to make sense of it and adapt its use 
according to individual preferences, driving pat-
terns and driving environments. Many pointed to 
obvious limitations in certain DA systems because 
of their dependency on clearly visible road-sur-
face markings and stable driving patterns. This 
finding is also supported by previous research 
demonstrating the diverse attachments of auton-
omous vehicles, like reliance on infrastructure 
(see eg., Stilgoe, 2018; Tennant and Stilgoe, 2021; 
Ryghaug et al., 2022). Using DA was thus depend-
ent on the driver’s ability to interpret the driving 
environment and the driving patterns of other 
cars. For the general use of DA, this meant that the 
drivers also had their own individual preferences 
between when they saw the benefit of using DA 
and when they felt the technologies generated 
more annoyance than support. For example, 
some drivers actively chose to use adaptive cruise 
control for most of their driving, while others 
often avoided it, such as in situations where the 
road infrastructure was poor or where driving pat-
terns could be unpredictable and create difficult 
situations. The threshold was quite low for when 
some drivers experienced the DA systems as gen-
erating more dis-comfort than comfort, showing 
they expected DA systems to be easily matched 
with their existing ways of driving. The following 
quote illustrates this form of “on and off” use:

If you are driving on a country road and you reach 
a turn, then the car wants to slow down and I 
find it difficult to adjust the level of the system to 
something that feels comfortable. I would say if 
I am driving on a country road, and driving long 

distances, I would only use adaptive cruise control 
if there is traffic and I am stuck behind other cars. 
(IW17: 60s, male, Audi E-tron 2019) 

The use of DA systems was also dependent on the 
driver’s interest, willingness and ability to engage 
with the technologies. Some interviewees would 
present themselves as “too lazy” or not “inter-
ested” or “curious enough” to figure out how the 
technologies worked or how to operate them. As 
a result, they chose instead to dismiss them and 
to “only use a small portion of what the car has 
to offer“ (IW28; 50s, female, Jaguar F pace), argu-
ing that they were not willing to invest the time 
needed to figure things out when they could drive 
“just fine” without them. In these instances, the 
more advanced the DA systems were the more 
unapproachable they could appear. This means 
that comfort was not only relevant for the driv-
ers’ domestication of the technology but was also 
used as an argument for dismissing it. 

This type of selective use—or rather, non-use—
could also be the result of a driver experiencing 
a mismatch between their personal driving style 
and how DA systems enforced a certain structure 
upon their driving. One rural-based interviewee 
explained that she liked to drive slowly to enjoy 
the landscape and that DA, like cruise control, 
would not allow for such idiosyncrasies in her 
driving pattern:

We have so much beautiful nature and then I slow 
down and I want to be able to look at the nature, so 
I drive I little bit like that…I cruise around for myself 
and enjoy the nature. My driving is not straight 
forward in the same speed, with a lot of traffic on 
a long highway. (IW15: 60s, female, Toyota Avensis 
2018)

The drivers in these cases did not incorporate 
the DA systems into their driving because of an 
experienced friction between automation and 
individual preferences. Such instances of non-
use point to diverse valuation practices among 
the drivers that were difficult to generalise and 
accommodate through automation. While the 
drivers experienced that automation algorithms 
prioritised efficiency,  they gave accounts of how 
driving could fulfil roles beyond the practical task 
of transporting them from A to B and rather be 

Solbu et al



32

a source of enjoyment (see e.g., Edensor, 2003). 
It is worth noting that interviewees ascribing to 
established gender identities could also be shap-
ing the domestication process in this respect, like 
stereotypical claims about masculine fascination 
for technology. Our material provides support 
for this, e.g., one female interviewee stated that 
she did not use certain DA functions, but then 
added “but my husband always does” (IW3, 30s, 
female, Tesla Model X) . However, recent studies 
on the adoption of electric vehicles in Norway 
suggest that traditional gender roles in relation 
to cars are evolving (Anfinnsen et al., 2019). Fur-
thermore, automation is expected to further 
influence the gendering of cars, underscoring the 
need for a nuanced investigation of the relation-
ship between cars and gender (Weber and Kröger, 
2018).

DA as safety
Safety was the second main theme identified 
from our interviews. Some drivers explained that 
the DA systems outperformed their own cognitive 
abilities, and so DA was understood as augment-
ing their driving to improve their safety. This was 
often attributed to more advanced DA systems 
that could automatically stop the car or slow 
down its speed when sensing an obstacle such 
as a pedestrian stepping onto the road or a car 
in front performing a rapid brake without warn-
ing. In these situations, many referred to the DA 
as an “added layer of safety” responding faster 
than themselves, without distraction. One inter-
viewee explained enthusiastically how his car was 
“reading situations on the road better” than him-
self (IW24, 50s, male, Tesla Model 3 2019), while 
another told about a situation where the car had 
saved her from a potentially big accident: 

I was looking away from the road for a few second 
to adjust the radio, and then the car suddenly 
beeped very loudly! Someone had braked in front 
of me, without me noticing it. If it had not beeped I 
very well could have driven right into it […] It adds 
a feeling of safety to know that the car will tell me 
if something is in front of it (IW19; 40s, female, Tesla 
Model S 2016) 

The use of DA systems was also experienced as 
enhancing safety by freeing drivers from tasks 

such as keeping the speed limit by checking the 
speedometer, adjusting the speed, and changing 
gears. This allowed drivers to pay full attention 
to the road. Some claimed that this made them 
substantially “less tired” from long distance driv-
ing when using complex DA systems like installed 
in the Tesla models (IW8, 40s, male, Tesla Model 
3 2019). However, one interviewee also explained 
how a quite simple function like automated light 
adjustments allowed her to focus on road condi-
tions which increased safety.  

I can concentrate on the road conditions. When it 
is dark outside during winter in Norway it is very 
tiering to keep switching on and off the lights while 
focusing on driving on narrow roads at the same 
time […] and if you control it manually perhaps you 
want to keep the full beam light on for longer than 
you should (IW21: 50s, female, BMW Hybrid)

For many, the question of delegating tasks to 
technology also sparked reflections on how using 
DA affected their own attention. This led to more 
critical remarks that the technologies decreased 
their attention towards the road, as DA systems 
enabled them to multitask (applying lipstick or 
unpacking lunch and eating) while still feeling 
safe. One driver warned about this practice:

I do not become a better driver, I become a more 
passive driver. It is not like you increase the level of 
driving by using new technologies, you can instead 
become less aware of actually driving. (IW18: 30s, 
male, Toyota Auris Touring 2016)

As shown here, when speaking about safety, the 
interviewees often engaged in an explicit reflex-
ive process where the drivers showed awareness 
of benefits of the DA systems to their driving and 
also potential down-sides of using the technolo-
gies. Interestingly, this points to how the users 
experience of safety was based on balancing the 
need for support and their own participation in 
driving when using more advanced DA systems. 

Safety: Modulation and non-use
Just as the comfort provided by DA resulted from 
the drivers’ modulating efforts, the feeling that DA 
improved safety tended to emerge as a result of 
driver-technology interaction over time. Respon-
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sibilities were little-by-little delegated to the DA 
systems, gradually building trust in the technol-
ogy. For example, many interviewees described 
being anxious when using lane assist technolo-
gies or adaptive cruise control for the first time, as 
well as feeling a lack of control or that the car had 
a will of its own when it automatically adjusted 
itself on the road. Several also experienced epi-
sodes where the car either “phantom braked” 
seemingly without any visible obstacles in the 
road or steered them into potentially dangerous 
situations because of poor road marking. As a 
result of such experiences or just hearing others 
talk about them, many had a conscious relation-
ship with the technologies in which they gradu-
ally learned when and how to use them and were 
alert to adjust the technology whenever needed. 
In these instances the interviewees talked about 
“thinking ahead of the car” (IW4, 50s male, Tesla 
Model 3 2019), or like one interviewee explained

I never keep my foot far away from the pedals, 
and if I feel like it does something strange I adjust 
it myself […] We Tesla drivers are part of gigantic 
product development process where they track 
everything we do so the systems can learn from it 
(IW8: 40s, male, Tesla Model 3 2019)

Another example of gradually building trust con-
cerned the use of a camera to assist in parking and 
reversing the car. Several interviewees explained 
how they found it difficult to completely trust 
the camera;  some often felt the need to com-
plement it by looking in the mirrors or turning 
their head, just to make sure they were clear of 
any obstacles. In this way, the use of the DA sys-
tems did not replace but rather added elements 
to existing practices and using the technolo-
gies was expressed as a processes of “learning 
to trust them” through gradual adaption (IW16, 
60s, female, Kia Soule 2020) and also gradually 
incorporating new elements into the ways they 
had been trained to drive. These aspects of build-
ing trust, experience and overlapping practices 
highlight the temporal dimension of domestica-
tion and provide challenges for researchers who 
seek to understand the acceptance of automa-
tion because this, too, can be assumed to emerge 
over time with experience. Systems that had 
been a part of cars for many years, such as ABS, 

triggered less reflection; they were perceived as 
natural parts of the car and were relied on by the 
interviewees in their driving. Their own skills to 
complement these technologies, such as cadence 
breaking or correcting a skid, were perceived as 
gradually degrading. 

Importantly, trust in their car’s DA systems 
was not established for all the drivers, and we 
also observed non-use in relation to safety. Some 
chose to not use DA systems because they were 
not willing to “share” their control of the vehicle 
with the technology or they felt like the tech-
nology was not accurate enough to be of practical 
use. The perception of control has been presented 
as an important component in drivers’ attitudes 
towards DA systems, often referred to as the “loss 
of control” argument in human-machine coop-
eration. However, it has also been difficult to 
confirm this argument empirically (see Weyer et 
al., 2015). While our data shows that the drivers 
in general felt at ease with using DA systems and 
that most issues were related to practical applica-
bility instead of safety, the loss of control was still 
mentioned as a source of concern. On a related 
note, many felt that they did not understand how 
the advanced technologies made decisions, and 
therefore would not delegate control to them. 
This indicates  relations between the level of DA 
advancement, technical understanding, practical 
experience and trust. One driver, who was 
normally using an older car, but had been trying 
out a newer model with advanced DA described 
this feeling of insecurity in using advanced DA 
systems as such:

It was very special to let go of the car and leave 
everything to the car all the time. You do not know 
what lays behind the choices that the car makes, 
what if the car does something that you would not 
want to happen? (IW11: 30s, male, Toyota Avensis 
2015))

Even though many of the drivers were actively 
using DA systems in ways that automated cer-
tain aspects of their driving, their perception of 
responsibility remained stable. Building practical 
experience with the technologies and becom-
ing sensitised to their shortcomings seemed to 
produce a reflexivity among drivers concerning 
the relationship between themselves and the 
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car. Most interviewees strongly believed that 
the responsibility was still the driver’s, even if a 
malfunction in the DA system contributed to an 
accident: 

The responsibility always lays with the driver, there 
is no discussion about that in my opinion. You 
cannot blame the technology when you are driving 
a car. It is the driver who is responsible, these are 
only tools meant to assist you (IW7, female, 70s, 
Renault Zoe)

In this way, the driver´s understanding of respon-
sibility is linked to a practical understanding of 
the technologies in use, the contexts in which it is 
used and how it affects the driving. Moreover, their 
understanding of responsibility in relation to new 
DA technologies is derived from existing practices 
of responsibility for car driving that are stabilised 
through traffic laws and other institutions, such 
as traffic schools. Importantly, we observed that 
both drivers of cars with advanced and simpler 
DA systems posed strong claims about the driver 
being responsible in case of accidents. 

DA as novelty
The third main theme in the drivers’ accounts of 
using DA systems was novelty. Through the driv-
ers’ discussions of novelty, we can see that their 
domestication of DA was linked to ideas of tech-
nological progress—that DA was something new, 
exciting and cutting edge—and this accordingly 
added value to their driving experience and their 
car. This means that the domestication of DA was 
not only linked to practical aspects, such as DA 
systems making driving easier or more comfort-
able, but also to sensations like excitement and 
enjoyment of driving (Næss et al., 2023).

In focusing on the aspect of novelty, the 
interviewees foregrounded the technologies, 
portraying them as futuristic elements that distin-
guished their current car from their previous cars. 
Novelty was also closely tied to a more general 
interest in technological development, and the 
drivers´ accounts of using the most advanced 
DA systems were sometimes accompanied by 
an expressions of fascination for technological 
progress: 

It is almost out of this world, you know. I hope 
every car gets safety functions like this, not 
necessarily the autopilot function, but, so many 
accidents could have been avoided if the machine 
had taken over. It is absolutely genius. I am not 
skeptical at all, I know a lot of people are skeptical, 
but I am not. I think that the machine, all things 
considered, always is smarter than you, who can be 
a bit unfocused, or maybe you are getting a text. 
(IW24: 50s, male, Tesla Model 3 2019) 

Our data on the DA-user interactions thus show 
many similarities to previous literature’s identi-
fication of important features among early tech-
nology adoption and the particularly prominent 
role of affective aspects of technology use in early 
phases of technology domestication (see Schot et 
al., 2016; Pantzar, 1997). Moreover, the phase-in 
of new technologies in Norway, such as energy-
saving technologies in households, has drawn 
strongly on policy strategies focusing on the 
importance of such early adaption in stimulating 
market adaption. 

Novelty: Modulation and non-use
As in the case of comfort and safety, domestica-
tion through novelty was based on an interaction 
between the user and the technologies. However, 
the interaction was described more explicitly as 
an active involvement with the DA systems and 
based on a feeling of participation. For example, 
several interviewees experienced their car doing 
unexpected things that potentially could bring 
them into a dangerous situation, but they showed 
a marked leniency towards these malfunctions, 
explaining that they knew they were dealing with 
immature technology that had to be developed 
further.

I have to confess that something could have gone 
terribly wrong in the situation where the car got 
confused about the road markings in the over-
taking line. […] But nothing happened: the wheels 
ended up outside the lane, but I corrected the car, 
and got a very big skid so the car almost drifted 
sideways, but then the car corrected itself. My heart 
beat a little bit faster, but that was a reminder; ´you 
cannot relax here´, this is beta testing, beta car….
the technology is beta and you cannot expect that 
everything works smoothly. (IW4, 50s, male, Tesla 
Model 3 2019)
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Some drivers also saw themselves as having an 
explicit role in this development, taking on a role 
not unlike what Schot, Kanger and Verbong (2016) 
have described as ‘user-innovators.’ These driv-
ers noted that their experiences could be crucial 
for improving the systems. Systems like those 
installed by Tesla that continuously collect data 
from the drivers were important in making this 
role of participation explicit, and thus also making 
the driver attentive and reflexive about how they 
used the technologies and their malfunctions.

The interaction between the users and the 
technology was also shaped by how the drivers 
imagined the intelligence of the DA systems; 
some related to the technology almost like a pet 
or a child, talking about “teaching” the car how to 
behave properly in certain situations. These inter-
viewees referred to the process of using DA as a 
continuous process of learning, for themselves 
and for the car, or explained that dangerous situa-
tions could be “spooky” but also “part of the game” 
when using new technology:

So unwanted and unexpected situations do 
happen, like when the car turns too much to the 
right and then panics when it detects it, and then 
all of a sudden make a sharp turn to the left again. 
Then I use my hand actively and help the car to 
understand and I sense that each time, before a 
new update resets the process, the car is learning. 
The car understands that it is supposed to keep to 
the left at that exact GPS point on the map. (IW4: 
50s, male, Tesla Model 3 2019) 

Interestingly, while a fascination for the new was 
an important theme in domesticating DA, the 
aspect of novelty was also presented as a reason 
for choosing not to use the technologies. In these 
cases, the drivers argued that they were not skilful 
enough, too old or not interested enough to intro-
duce new elements into their already routinised 
ways of driving. Moreover, some argued that they 
preferred the “proper” fully manual way of driving, 
like they had been taught in traffic school. In dis-
cussing this aspect, interviewees highlighted the 
more emotional or tactile aspects of driving, such 
as explaining how they enjoyed shifting gears 
themselves and being fully in control of their vehi-
cle or that driving could be something joyful and 
not simply a means of transportation. One inter-

viewee described the feeling of using a car with-
out DA as:

It is that fantastic feeling for a man in my age, to 
be able to feel that I am back in a car that really is 
a car, and not a computer. There are feelings of joy 
connected to driving something where you sense 
that it is you who are making the decisions and not 
a computer that tells you how to drive at all times 
[…] You drive the car; the car does not drive you. 
(IW10: 60s, male, Peugeot 208e 2020)

Such reflections illustrate the different meanings 
a car can have in people’s lives and the social 
dimensions influencing car driving that can reach 
far beyond a narrow understanding of the car as 
a mean of transportation (se eg. Pearce, 2017; Jain 
and Lyons, 2008; Edensor, 2003). The introduc-
tion of new technologies to automate driving in 
this context seems to be understood as a source 
of detachment from driving and experienced as 
something cold and emotionless.

A characterisation of technology 
and driver interactions
Synthesising across the three themes discussed 
above, we generated a typology of technology-
driver interactions. These interactions can be 
categorised according to their thematic focus 
(comfort, safety and novelty), with two dimen-
sions (modulation and non-use) cutting across 
the three themes. This means that the domesti-
cation process is linked to certain thematic areas 
but also dependent on the driver’s active involve-
ment in modulating the technology. Moreover, 
the same thematic areas of domestication can be 
negated and presented as causes of non-use. The 
two dimensions in the typology thus point to the 
dynamic character of DA use, as the users show 
different modes of interacting with the DA sys-
tems within each of the themes. Table 2 presents 
an overview of this typology.

The typology demonstrates the diversity in 
DA use and illustrates that domestication of DA 
depends on more than the driver’s acceptance of 
the technology; it depends on the formation of 
a complex set of relations between drivers, tech-
nology, road infrastructure and natural environ-
ments.
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Domestication of DA systems: 
Practices, skills and meaning
In this section, we discuss use-technology inter-
actions by focusing on the three main features 
of domestication processes: emergent practices, 
skillsets and meaning-making (Sørensen, 2006).

Emerging practices
Building on the analysis presented above, we can 
argue that the use of DA did little to intervene 
with the interviewees’ routinised ways of using 
their cars, in terms of when they used the car or 
what role the car played in their daily life. These 
routines were stabilised through the general 
organisation of their life, such as the distance they 
lived from their workplace, if they had a cabin out-
side of town or if they had kids that needed to be 
driven to different types of activities. To the extent 
that the use of DA affected these routines, it was 
only in minor ways, such as making daily car rides 
more comfortable or resulting in the car being the 
preferred travel mode for long distance travel due 

to increased comfort. Some also described a new 
practice in which they found themselves driving 
just for the sake of the excitement of testing new 
technologies. 

Thus, rather than influencing practical aspects 
of using the car, the use of DA systems was closely 
tied to existing practices of driving; its appropria-
tion was built upon these established practices. 
This meant that the changes introduced through 
DA were experienced as a continuation of estab-
lished driving practices. The DA introduced 
new technological elements that incrementally 
modulated their driving behaviour, such as cruise 
control functions making their driving style less 
aggressive. Importantly, the user’s active involve-
ment to support the technologies was a key 
element in stabilising the use of DA. The use of 
DA can thus be described as a hybrid practice, 
partly consisting of the driver’s own cognition and 
driving skillset and partly the technological auto-
mation enabled through DA systems. 

 

Science & Technology Studies 37(3)

Table 2. A typology of technology-driver interactions

Themes Modulation Non-use
Comfort: Using DA to make 
driving more comfortable and 
less stressful in certain situations. 
Using DA to relieve the body 
from physical and mental stress. 
Match between automation and 
individual preferences.

Adapting DA to specific driving 
contexts / individual preferences. 
Modulating DA through active 
user involvement. Perceiving 
functionality as a product of DA and 
user interaction.

Dismissing DA because of annoyance, 
poor functionality or technology 
avoidance. Experiencing mismatch 
between DA formatting and personal 
driving preferences. Drivers not 
interested in investing time into the 
process of adapting the technology. 

Safety: Using DA as an added 
layer of safety to existing driving 
practices. Experiencing DA as 
augmenting the driver’s skillset. 
Drivers present a belief in DA’s 
capabilities to outperform human 
cognition. Using DA to moderate 
personal driving patterns like 
staying within road speed limits. 

Users negotiating relationships of 
trust with DA systems in terms of 
delegating driving tasks. Placing 
importance on human presence 
and intervention to back up 
technological malfunctions and 
serve as precautionary measures. 
Gradual processes of adaption with 
overlapping practices of DA use and 
pre-DA habits.

Experiencing a lack of autonomy while 
driving and limited insight into the 
car’s decision-making process that is 
perceived as scary. Drivers not willing 
or interested in delegating control 
or engaging with the technology in 
order to adapt the use of DA to specific 
driving contexts. 

Novelty: Using DA as something 
that adds excitement and 
enjoyment to car driving. A 
focus on the technologies in 
themselves, and linking their 
use to processes of exploration. 
Drivers demonstrate curiosity 
related to the functionality DA can 
provide. 

Experimenting with the 
technology and testing its limits 
to map functionality. Perceiving 
malfunctions as opportunities for 
improvement. Drivers perceive 
themselves as active participants in 
the technological development.

Dismissing new technology based on 
nostalgic ideas of driving. Perceiving 
new technology as something that 
interferes with established driving 
practices. Displaying a focus on driving 
as a cultural practice and highlighting 
the enjoyment of non-automated 
processes. Perceiving DA as something 
too difficult to learn or not necessary 
given how they use the car.



37

Skillsets
As part of this hybrid practice, the skillsets needed 
to successfully appropriate the technologies 
largely entailed merging already-existing driving 
skills with the processes of automation provided 
by DA systems. The drivers rarely problematised 
the process of learning about the functional-
ity of the technologies, instead presenting it as 
a straight-forward process based on an intui-
tive “learning-by-doing approach” that only 
demanded a certain level of willingness to engage 
with the technologies. The more important skill-
set for appropriating the technology was thus 
a meta-cognitive skill: an ability to evaluate the 
contexts in which DA systems could be used. This 
included making individual judgments about 
advantages and disadvantages based on driver 
preferences, learning what driving situations 
could be difficult for the DA systems to interpret 
and identifying situations where the technologies 
would need “help” from the driver. Through using 
the DA technologies and being exposed to a vari-
ety of situations, this meta-skillset is developed by 
drivers and becomes a key component in building 
a relationship of trust between the drivers and the 
DA systems. 

Meaning-making
For the most enthusiastic users, the DA tech-
nologies were part of performing an identity as 
a progressive and technology-optimistic driver. 
This shaped the way the drivers ascribed mean-
ing to the technologies, focusing on them as beta 
technologies and highlighting that some techno-
logical features were immature. This way of giving 
meaning to the technologies was important for 
how these drivers positioned themselves in rela-
tion to the technology and how the technologies 
were domesticated. To understand the technolo-
gies as “still in development” gave room for a per-
missive attitude towards the malfunctions of the 
technologies and also for understanding them-
selves as participants of what they presented as 
an ongoing “experiment” towards increased auto-
mation in driving. Importantly, such willingness 
to participate in the technology development 
process, to become what Schot, Kanger and Ver-
bong (2016) and Kanger and Schot (2016) refer to 
as user-producers, has been shown to be a crucial 

resource in the dispersion of new technologies. 
Through their tinkering, user-producers play a 
key role in adapting technologies to specific user 
contexts. This type of behaviour also aligns with 
Panztar’s (1997) description of early encounters 
with technology as often characterised by sensa-
tions of joy and happy experiments; the enthusi-
asm expressed by some of the drivers appears to 
be an important resource for domesticating new 
DA systems. 

This fascination with the novelty of the tech-
nologies is not only important for establishing 
an emotional tie between the driver and the 
technology, but can also be seen as a resource 
for more general reflections on driving practices 
and human-technology interactions. For the inter-
viewees, experiencing new DA systems controlling 
the car in certain situations sparked reflections 
on the limitations of their own cognitive abilities. 
This reflexive process was also prominent among 
the drivers who did not share this enthusiasm for 
the new technologies and had more cautious or 
anxious approaches to appropriating the technol-
ogies. Using the technologies and experiencing a 
lack of trust in the technologies’ decision-making 
or friction between the automation’s formatting 
and their individual driving preferences became a 
disruptive element in a routinised way of driving. 
For our interviewees, this generated reflections 
on the technological complexity of automating 
driving, the differences between human and tech-
nological decision-making and the role of infra-
structure in driving. 

Conclusion
Many European countries are now impatiently try-
ing to set new trajectories for their mobility sys-
tems. In this context, visions of automation have 
become powerful attractors for policy makers in 
search of solutions to issues related to sustain-
ability, safety, mobility access and local indus-
trial development. However, transitions always 
entail grappling with trade-offs and unintended 
consequences (Kemp et al., 2007; Skjølsvold and 
Coenen, 2021). Hence, there is a need for care-
ful governance approaches to address the wider 
societal implications of automation as well as how 
drivers and passengers will be affected by such 
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developments (Hopkins and Schwanen, 2018). 
Our study represents an effort to take a step back 
from the promises of automation and direct our 
gaze on automation technologies already in use. 
By doing this we have, first, wanted to distance 
ourselves from hyped industry visions of auto-
mation’s rapid upheaval of the transport system 
and rather work to understand the incremental 
steps being made towards automation and, sec-
ond, highlighted how these incremental changes 
are gradually becoming part of life on the roads 
in different ways. Our study points towards a set 
of concrete findings concerning the technologies 
we have studied, but also towards a set of generic 
processes involved in socio-technical change. It 
seems unlikely that large-scale transport auto-
mation will be able to by-pass such processes in 
which domestication plays a key role. 

By exploring the use of DA systems through 
the lens of domestication theory, we have shown 
how a driver’s understanding of DA systems and, 
accordingly, their use patterns are shaped by the 
specific and complex contexts the technologies 
are adopted into. This is an important empirical 
insight that should be integral to how we under-
stand and aim to initiate processes of change. This 
perspective also opens the way for a more funda-
mental argument about the unpredictability of 
implementing new technologies for driving auto-
mation. Domestication processes are shaped by 
the socio-technical arrangements that the tech-
nologies become part of, often causing unex-
pected outcomes. As policy makers and industry 
now seek to transform transportation through 
automation, this raises the central question of 
how one could try to predict potential unintended 
consequences.

In our study, the drivers’ accounts of using DA 
systems show rather modest impacts on how the 
car was used in everyday life. This is an important 
observation in relation to the popular visions 
of driving automation that often point to possi-
bilities to fundamentally disrupt current mobility 
practices. These visions stand in stark contrast 
to how our study shows DA systems are used 
today. Rather than disrupting user behaviours, 
DA systems are today aimed towards sustaining 
existing practices by making them more comfort-
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able, less cognitively challenging, less stressful 
and safer. 

Interestingly, our study also shows that the 
tolerance for friction between DA systems and 
the driver’s established ways of driving is rather 
low. Too much interference or change often had 
the consequence of the technologies not being 
used. The domestication process was accordingly 
dependent on a good match with established 
ways of using the car. To further introduce auto-
mation into driving as a mean to reach sustain-
ability goals, it is thus important to find ways 
that can facilitate more substantial disruptions in 
today’s mobility practices. There is considerable 
political potential in mobilising DA systems to 
make a constructive contribution in facilitating 
more sustainable driving practice but this would 
require new design practices as well as engaging 
actively with existing environmentally-oriented 
elements of contemporary societies. 

As an overarching observation, this study 
highlights the importance of facilitating experi-
mentation when introducing new technologies, 
allowing users to build relations with the tech-
nologies. The trust some of the drivers developed 
towards the DA systems was not a given but 
rather the result of the drivers gaining experience 
through their use. Moreover, the use of the DA 
systems also appeared as a source of reflexivity 
among the drivers, both in relation to the capabili-
ties and responsibilities of the technologies and 
to their own driving behaviours. Users can in this 
way be seen as important resources in a transition 
to new forms of mobility; analysis of the use itself 
provides crucial knowledge for policy makers that 
can unpack and create awareness towards the 
unpredictable ways that technologies for driving 
automation can become part of the ways we drive. 
In sum, the domestication perspective employed 
in this study leads to increased attention in how 
aspects related to experimentation and use over 
time can be key elements to explore in the transi-
tion towards automated mobility, not only to map 
fault lines and drivers for processes of change 
but also to actively enable new and productive 
relations between drivers, technologies and envi-
ronments. 
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Abstract

This paper analyses how controversies shape an emerging field of AI in Danish child protection services. 
In a context of high controversiality, we examine how algorithmic systems evolve in conjunction with 
changing ethical stakes. Empirically, we report a study comprising all Danish attempts (n=4) to develop 
algorithmic models for child protection services. These attempts were never fully implemented and 
have been either cancelled, paused or changed significantly since their outset. Combining the notion of 
‘ethical plateaus’ with insights from valuation studies, we propose that public controversies shape how 
organisations enact their algorithms as ethically ‘good’. Our findings demonstrate how valuations of 
ethically contestable algorithms involve the very distribution of agency across humans and algorithms, 
i.e., how much power and agency should be delegated to algorithmic models. In the case of Danish 
child protection services, this moves towards reducing their agency.  

Keywords: Artificial intelligence, Ethics, Controversy, Child Protection Services

Introduction 
Heralded with promises of increased scope, 
speed, and precision, algorithmic systems based 
on machine learning are making their way into 
child protection services (Andrejevic, 2017; Meil-
vang and Dahler, 2022; Redden et al., 2020). At the 
same time, algorithmic technologies have spurred 
an avalanche of ethical concerns regarding the 
powers of algorithms (Beer, 2009; Mittelstadt et 
al., 2016). Such concerns do not only exist in aca-
demic literature but are increasingly put on public 
display through medialised controversies (Kris-
tensen, 2022). However, as Noortje Marres (2021) 

argues, public controversies are not simply demo-
cratic contestations of emerging technologies but 
increasingly figure as trial grounds for innovation 
and product development. Addressing such an 
interplay between medialised controversy and the 
development or closure of algorithmic models, we 
are interested in its implications for changing ethi-
cal boundaries of AI1 in child protection services. 

Internationally, policy makers and managers 
have begun to investigate predictive algorithms 
as tools to support social workers’ assessments 
and decision-making. Yet, the critiques of the ethi-
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cality of algorithmic models in child protection 
services abound. Rather than help children, the 
critiques go, algorithmic models instead result in 
biased and non-transparent decisions, increased 
inequality, and a de-humanised administration 
based on datafied surveillance of the poor (Dencik 
et al., 2019; Eubanks, 2018; Jørgensen, 2021). 
The high level of controversy in the field of child 
protection renders the question of ethics espe-
cially prevalent and makes it a good setting for 
exploring empirically how the ethics and value of 
algorithms are developed and change in conjunc-
tion with public value contestation and criticism. 

We propose to analyse this emerging and 
changing field of ‘ethical AI’ in child protection 
through the concept of ‘ethical plateaus’ (Fortun 
and Fortun, 2005; Seaver, 2021). This concept 
highlights the instability of an ethical terrain with 
moving boundaries of what is ethically possible. 
To examine how organisations negotiate the 
value and ethics of their algorithmic model we 
further draw on insights from valuation studies 
(Helgesson and Muniesa, 2013). Rather than 
assuming ‘value’ to be an inherent property of 
an object, valuation studies emphasise value as 
enacted, i.e., as a practical accomplishment and 
attribution. Together, these concepts offer useful 
sensibilities for the analysis of how the ethical 
stakes of publicly contested algorithmic systems 
change over time and how this impedes the 
very valuation of algorithmic models. Thus, in 
examining how public controversy, ethical stakes 
and valuations of algorithmic models shape one 
another in ‘changing ethical plateaus’, we ask how 
algorithmic models are enacted as valuable, how 
they are rendered controversial and why they, 
eventually, were cancelled or changed. 

Empirically, we report a qualitative study of 
four attempts to develop algorithmic models 
for public sector child protection agencies in 
Denmark. The four algorithmic models comprise 
all Danish attempts to design, develop, test, and 
implement algorithmic models in this area of 
work and they took place during a six-year period 
(2017-2022). Although predictive algorithms used 
to profile children and families at risk are gaining 
ground internationally, especially in anglo-saxon 
countries (Cuccaro-Alamin et al., 2017; Redden, 
2018; Russell, 2015), these systems are deemed 
highly controversial in Denmark, and none of 

the four algorithmic models have been imple-
mented. Indeed, the examples we examine in this 
paper never made it beyond the status of project 
designs, limited trials, or research. This is curious 
for a country, which is otherwise ranked as the 
number one country in digital government across 
the world (United Nations Department of Social 
and Economic Affairs, 2022). In this sense, the 
Danish case provides a rather unique entry point 
into understanding how ethical plateaus emerge 
and undergo change in conjunction with organi-
sational attempts at developing and rendering 
algorithmic models in child welfare valuable and 
legitimate. Furthermore, studying algorithms that 
have been cancelled or changed significantly 
provides a fruitful entry point into valuation 
practices as the actors developing the algorithms, 
first, have been called to explicate how and why 
their (envisioned) algorithm is ethically good, and 
second, justify or explain why they had to close or 
change it.

The paper is structured as follows. Taking our 
inspiration from anthropology and Science and 
Technology Studies (STS), we provide a brief 
review of some important discussions here. This 
is followed by a presentation of our conceptual 
approach, the combination of ‘ethical plateaus’ 
and ‘valuation’, as well as a methods section, intro-
ducing the context of child protection services 
and accounting for the empirical data assembled 
and analysed for this paper. In the subsequent 
analytical sections, we present our analysis of the 
four Danish cases, identifying how and why the 
different organisations embarked on using AI for 
child protection, how valuations changed over 
time, sometimes in response to public contro-
versies, as well the events that led to cancelling, 
pausing or changing the algorithmic projects. In 
a concluding discussion, we develop a timeline 
across the four cases, visualising how ethical 
plateaus change over time and how public contro-
versies and valuations intersect. Over time, the 
algorithmic models are granted less agency and 
power. This indicates that ethical plateaus are 
closely entwined with negotiations of how agency 
and power should be distributed across humans 
and machines, figuring the politics of what it 
might mean to live with AI and what we mean by 
ethical AI.
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Ethics as socio-material and 
processual accomplishments
This paper builds on the work of scholars associ-
ated with STS and anthropology who are begin-
ning to examine ethics as a processual, relational 
and practical accomplishment. Puig de la Bel-
lacasa, for instance, conceptualises ethics as 
“concrete [socio-material] relationalities in the 
making” rather than “normative morals” (Puig de 
la Bellacasa, 2010:  152). From this follows that we 
should not presume knowing in advance what 
ethical AI should look like, but instead, examine 
its ongoing, uncertain and situated making. Many 
scholars in STS have followed this call. In his study 
of music recommender algorithms, Seaver (2021), 
for instance, explores how the makers of recom-
mender systems engage with popular critiques 
of algorithms as powerful, computerised agen-
cies replacing ‘careful human judgment’ of music. 
Seaver (2021: 512) analyses developers’ reasoning 
of these critiques as the business of actively “mak-
ing ethics, trying to understand, evaluate, and 
reconfigure the field of possible choices”. Ethics, in 
this view, are enacted in the developers’ framing 
of how competing values can co-exist. 

Another example is Douglas-Jones (2017) who 
has conducted an ethnographic study of the 
ethics review committees for biomedical research 
in the Asia-Pacific region. Exploring ethics as a 
material practice, she examines how universal 
ethical standards are negotiated in encounters 
with situated and socio-material circumstances 
such as office spaces. This focus allows her to study 
the mundane work of building infrastructures for 
ethical review and universal standards, concluding 
that universal ethics emerge “as a site of ongoing 
attention and negotiation, standard making and 
aspiration” (Douglas-Jones, 2017: 28). Finally, 
Ziewitz (2019) has studied ethics as a practical 
accomplishment in a context of SEO consultants 
work with search machine optimisation, aiming to 
understand ‘how people organise themselves as 
ethical in the absence of the ontological security 
that professional ethicists and some philosophers 
presume’. Like Puig de la Bellacasa (2010), Ziewitz 
emphasises the need to leave behind the incli-
nation to decide whether a practice is ethically 
correct and instead accomplish a deeper under-
standing of how “’being ethical’ [is] (…) implicated 

in and organize the (…) experiences of people” 
(Ziewitz, 2019: 713). This approach, thus, allows a 
close look into the practical work of establishing, 
negotiating and distributing ethics in a context of 
its increasing contestation.

In our analysis of how the valuation of algo-
rithms change in conjunction with changing 
ethical stakes, we build on these sensitivities. 
Examining the interplay between medialised 
controversies and algorithmic projects in Danish 
child protection services, we contribute with an 
inclusion of public controversy as an important 
factor in the development of what counts as 
ethical AI in child protection. 

Ethical plateaus and valuation studies
The notion of ‘ethical plateaus’ helps us conceptu-
alise changing ethical boundaries of what is pos-
sible in techno-scientific situations fraught with 
dilemmas and ethical contestations. Defining ethi-
cal plateaus as a site “where multiple technologies 
interact to create a complex terrain or topology of 
perception and decision making” (Fischer in For-
tun and Fortun, 2005: 47), the concept allows one 
to examine the intersection and co-evolvement of 
different ethical concerns. For our purpose, we do 
this across four Danish algorithmic models in child 
protection services, attending to how the devel-
opers attempt to manage the horizons of possible 
ethical issues posed by controversial algorithms 
and how the different projects relate to one 
another, e.g., through practices of ‘un-ethicizing’ 
(Tønnesen, 2009). 

The concept’s geological metaphor brings 
about the image of a complex socio-technical 
landscape made up by interactions between, 
in our case, algorithmic models, administrative 
apparatuses and public media controversies. Like 
geological plateaus, formed through processes 
such as volcanic activity, tectonic uplift, or erosion, 
ethical plateaus constitute a dynamic terrain of 
changing and competing concerns and values.2 
In this context, we might see public controver-
sies as volcanic ‘ruptures’ shaping the formation 
of plateaus, insofar as they make organisations 
re-value and modify their algorithmic models 
significantly. The ethical plateaus, then, “fore-
grounds the tectonics of the ethical sphere—
everything that supports and constrains the 
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range of ethical possibility, without making a 
strong distinction between the ‘hard’ constraints 
typically associated with technology and the 
‘soft’ ones associated with society” (Seaver, 2021: 
513). Following from this, we are not interested in 
assessing the ethicality of the algorithmic models 
we study by benchmarking them against estab-
lished ethical principles. Instead, we explore how 
valuations of the ethicality of algorithms change 
over time in conjunction with public controversy, 
understanding this process as changing ethical 
plateaus and their ongoing figurations of what is 
ethically acceptable to do with AI in Danish child 
protection services. 

As part of this, we draw on the insights from 
Valuation Studies, allowing us to depart from the 
idea that the value of an algorithm is an inherent 
attribute or quality of the algorithm itself. Instead, 
this approach emphasizes value to be the result 
of a situated and practical endeavour to explicate 
what the algorithm is good for (Helgesson and 
Muniesa, 2013). I.e., if we are to learn what is 
valuable about an algorithm, we must look for 
the situated valuations of algorithms. In this 
view, value conflicts do not occur between pre-
established ideas of what is good and valuable in 
a society, but rather as practices of negotiating, 
adjusting, and reconceptualising the algorithms. 
Analysing changing valuations of what counts as 
the ethically good algorithm in conjunction with 
public controversies allow us to draw the contours 
of emerging ethical plateaus of AI in Danish child 
protection services.

Empirical resources
Our study comprises of all (four) Danish attempts 
to develop algorithmic models for child protec-
tion: Three municipal development projects and 
one research project named RISK (“Underretnin-
ger i fokus”). RISK and one of the municipalities, 
Gladsaxe, were subject to public controversy. As 
Gladsaxe and RISK have been under much public 
scrutiny, pseudonymization is impossible here. 
The other two municipalities are pseudonymised. 

For all cases, we conducted interviews with key 
stakeholders (e.g., project leaders, data scientists, 
municipal directors) amounting to 39 interviews. 
We collected 63 public- and non-public documen-

tations (e.g., project descriptions, minutes, legal 
assessments, power point presentations) and 
traced public media-debates concerning the roles 
of algorithms in Danish public administration 
(source: Infomedia), including 45 media articles. 
For all interviews, we had our interviewees make 
a timeline and identify important turning points. 
For those projects subject to public media contro-
versy, we also asked our interlocutors to reflect on 
selected critical media quotes. 

In analysing the empirical material, we 
developed timelines for all cases, identifying 1) the 
initial justifications for developing the algorithmic 
models and initial ethical considerations, 2) public 
and non-public contestations and critiques of their 
ethicality as well as project members’ responses 
to these, and 3) why they were eventually closed 
or changed considerably. For these moments, we 
analysed valuations. i.e., their enactment of the 
(ethical) ‘goodness’ of the algorithmic models. We 
further made note when project agents explicitly 
related their own algorithmic model to the other 
cases, to examine how they made sense of their 
own algorithm in comparison to the other Danish 
examples. As our aim is to identify emerging 
ethical plateaus, we have chosen the valuations 
that we deemed to be most dominant and influ-
ential in the development (and termination) of the 
algorithms. Our analysis thus does not reflect all 
valuations detected in our mapping and, thus, we 
make no claims of completeness. 

The context of Danish child protection 
services
Child protection services are tasked with the dif-
ficult but crucial task of preventing and stopping 
child maltreatment. Identifying children at risk of 
maltreatment, however, is a complex task, fraught 
with uncertainty and severe consequences for 
the families involved if the wrong assessments 
are made (Villumsen and Søbjerg, 2020). Even in 
Denmark, where the universalistic welfare model 
entices professional collaborations across core 
welfare services such as daycare, healthcare, and 
school, and where the Social Service Act demands 
early interventions with family-oriented services, 
four percent of children are at some point during 
their childhood placed in out of home institutions 
or foster families due to neglect, maltreatment 
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or other situations which impedes on the child’s 
wellbeing and abilities to develop alongside with 
his or her peers (VIVE, 2022). 

How to break these statistics has been a pivotal 
concern in the past 20 years of reformation of the 
Danish child welfare system. Most importantly the 
welfare professionals’ obligation, as well as private 
citizens’ access, to notify the authorities about 
children they are concerned about was immensely 
expanded from 2011 and onwards. Correspond-
ingly, the number of notifications about children 
failing to thrive has increased ever since – from 
97.288 notifications in 2015 to 138.099 noti-
fications in 2021 (Statistics Denmark, 2022). 
Combined with municipalities’ legal demand to 
assess the severity of notifications within 24 hours 
upon receival, the system of notifications has 
become pivotal in the organising and innovation 
of Danish Child protection agencies. As we will 
see in the following, the four algorithmic projects 
entail rather different ‘problematisations’ (cf. 
Callon, 1986) of this situation, two (the municipali-
ties) targeting the massive amounts of notifica-
tions, one (RISK) targeting the assessment of these 
notifications and, finally, one (Gladsaxe) trying to 
pre-empt notifications through early intervention 
(cf. Ratner and Elmholdt, 2023).

The Gladsaxe model: 
Algorithmic prediction to pre-
empt unwanted futures
The first attempt to develop a predictive algo-
rithm in the field of child protection was under-
taking by Gladsaxe municipality in 2017-2018. In 
2017, the civil servants and politicians of Gladsaxe 
municipality formulated the idea of developing 
the algorithmic tool for “data-driven early detec-
tion”. This model was to solve a problem of being 
notified of children’s problems too late. In Den-
mark, child protection services learn about chil-
dren’s maltreatment through notifications sent 
to them, i.e., concerns about children’s wellbeing. 
As the then leader of the child protection services 
explained, it was not simply a problem of welfare 
professionals failing to notify them but a problem 
of the municipality not linking up data already 
held by different welfare departments:

I mean, how do we reach these families when 
their children are infants? (…) At some point, our 
leader of the employment services remarks that 
they are the first to be advised when a long-term 
unemployed mother is pregnant. (…) But the 
problem is that this information stays with the 
employment services because there is no ‘forward 
information-button’, you know? We are not notified 
in the child protection services so we can’t begin 
working with these mothers. (…) As it is now, we 
are simply waiting for the children’s symptoms – 
that something is wrong in the family – to emerge, 
instead of acting on our knowledge of the risks 
being present in a family. (Interview, June 2021, 
leader of Child protection services)

Illustrating how long-term unemployment is con-
sidered a ‘risk’, the leader reflects on how such 
data on risk resides with other welfare depart-
ments but rarely reaches the child protection 
officers. This realization made them think about 
how to bypass notifications being sent ‘too late’. 
An algorithmic merging of data from different 
welfare departments, the idea was, could serve as 
an alternative mode of detecting children before 
symptoms would emerge. The algorithm was 
envisioned to merge data on known risks such 
as parents’ employment status and history, sub-
stance abuse, absence from appointments with 
the dentist or health nurse, earlier notifications 
to child protection services. The idea was to use 
the algorithm for detection of at-risk families, after 
which a case worker would make contact and 
offer help on a voluntary basis. This valuation of 
the goodness of the algorithm relies on a distinc-
tion between risk (here attributed to e.g. parents 
with long-term unemployment) and symptoms. 
Rather than acting on ‘symptoms’ on children’s 
maltreatment, of which they are notified in notifi-
cations, the algorithm is valued for its capacity to 
detect risks and thereby pre-empt children’s pos-
sible maltreatment through anticipation.

In valuing the algorithm as ethically good, 
the developers further emphasised that only the 
computer would access citizens’ data. A municipal 
leader said it like this in an interview:

I mean, all these data would be in a black box 
which neither I nor other employees could 
access. (…) We don’t need to see all these [the 
municipality’s corpus of ] citizens’ data. We are not 
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interested in this. They [the citizens] need to live 
their lives out there. It is just the small share [of 
children] which we believe we can pull out (…). 
And these are the ones we want the algorithm 
to find. (Interview, June 2021, leader of Child 
protection services)

With this description of the algorithm, they estab-
lished a distinction between the computational 
analysis of all citizens’ data and the caseworkers’ 
access to the select citizens profiled by the algo-
rithm. They visualised the ethicality of the algo-
rithm as a ‘statistical black hole’, emulating the 
algorithm’s analysis of citizens’ data as non-visible 
to employees (figure 1), demarcating this as more 
ethical than case workers looking through all this 
data. 

This valuation invokes the employees’ non-
access to citizens’ data as an ethically valuable 
property of the algorithmic model. It also enacts 
surveillance as a human endeavor, i.e., algorithmic 
profiling would not count as surveillance unless 
a human caseworker is being informed of the 
identity of the profiled citizen. 

For the algorithm to be tested and imple-
mented, the municipality applied to the Ministry 
of Interior to be exempted from privacy regula-
tion requiring citizens’ consent to merge data. To 
the municipality’s’ surprise, the Ministry of Interior 

rejected their application with the argument 
that they really liked their idea and wanted to 
propose the government to change to this legis-
lation rather than granting one municipality 
exemption. As the data scientist noted: “I mean, 
it really surprised us that they didn’t want us to 
test it [in just our municipality] before granting 
all municipalities legal permission to do this” 
(interview, June 2021). At this point, the emerging 
ethical plateaus of AI in child protection, are thus 
rather wide. The algorithmic model is valued for 
enabling the “early detection of (…) risk factors 
in the parents before symptoms of maltreatment 
appear with the child, and hereby secure an earlier 
and more effective prevention of vulnerability” 
(Internal document3). 

Controversy I: Algorithmic surveillance 
(2018-2019)
In March 2018, the Danish Government referred 
explicitly to Gladsaxe’s application in their pol-
icy initiative to combat so-called ‘ghettos’. One 
of the initiatives was to detect minority chil-
dren assumed to be in extra need of protection 
from “parents [who] are affiliated with countries 
with other parenting traditions where violence 
is legal” and the algorithm was mobilized as a 
tool to identify these children (Danish Govern-
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ment, 2018: 30). This racialised figuration of the 
algorithm resulted in massive media attention to 
Gladsaxe’s detection model. With headlines about 
“data-surveillance of families with children”, a 
data-ethical controversy articulated issues of sur-
veillance, biased decisions, a lack of transparency, 
risk of data misuse (Kjær, 2018). This public scandal 
introduced an important rupture to the emerging 
ethical plateaus of AI in child protection services, 
narrowing its wide planes contoured by techno-
optimism to one establishing Gladsaxe’s algorith-
mic model as unethical. As a result of the public 
controversy, several political parties withdrew 
their support to the profiling initiative in the Gov-
ernment’s ‘ghetto plan’ and Gladsaxe had neither 
an exemption nor general legislation to support 
their tool (cf. Kristensen, 2022). With no legal man-
date, the municipality had to put the algorithm on 
indefinite hibernate. Thus, the project was termi-
nated before the algorithm could be fully devel-
oped and implemented. 

The Gladsaxe model, and its racialised offspring 
as a ‘ghetto plan’, narrowed the ethical bounda-
ries of what was possible to do with AI for child 
protection considerably. In this sense, Gladsaxe’s 
project is also pivotal in the emerging ethical 
plateaus of AI for child protection services. Indeed, 
a search in Infomedia, a Danish newspaper- and 
magazine archive, revealed no hits on the terms 
child* AND algorithm* prior to 2018, whereas the 
number of articles continuously rose thereafter, 
most of them critical and focusing on Gladsaxe. 
This suggests that, at least in the media generated 
public, the coining of algorithms and child protec-
tion was not a matter of public attention prior to 
2018. Today, the ‘Gladsaxe model’ has become a 
common point of reference in public and informal 
conversations about ‘what can go wrong’ in the 
use of predictive algorithms, to the extent that it 
has even become a hashtag (#Gladsaxemodel) in 
Twitter debates (the social media now known as 
X). Thus, we view the Gladsaxe experiment, the 
first attempt to develop AI for child protection 
services in Denmark, as the early formations of 
ethical plateaus in this field.  

RISK (II): Algorithmic decision-support 
model to improve case workers’ risk 
assessments 
During the same period as the Gladsaxe experi-
ment, a group of interdisciplinary researchers 
embarked to develop different predictive algo-
rithm, here for the purpose of examining whether 
a decision-support tool could help social workers 
assess notifications. The potential value of this 
algorithmic model was envisioned in terms of 
hindering child maltreatment. As they wrote in a 
draft research article, “Child maltreatment has sig-
nificant costs to its victims and, more generally, to 
society. Unfortunately, identifying cases of child 
maltreatment is a difficult task for Child Protec-
tive Services” (internal document). This difficulty 
was elaborated in their project description where 
they highlight a context of a growing number of 
notifications (from 97.288 in 2015 to 137.986 in 
2019) (Project description: 2). The decision-sup-
port model was thus made valuable as a poten-
tial to help children but also a as research project 
assessing the efficiency of such a tool. Although 
sharing with Gladsaxe the objective of improv-
ing child protection, RISK’s model also differs in 
important ways (Ratner and Elmholdt, 2023). First, 
rather than predicting risk before symptoms occur, 
RISK aimed predicting risk after symptoms had 
been notified. Second, rather than merging data 
from different welfare areas, they only wanted to 
use data that social workers could already legally 
access. Third, given their emphasis on the need to 
also research the value of such a tool from a social 
work and family perspective, their valuation of 
the algorithmic model as helpful was deliberately 
kept as an open question to be explored through 
research. 

In the wake of the first rupture (I) in 2018, RISK 
published several reports on various aspects of 
their research endeavour, amongst them a report 
on their ‘ethical considerations’, dated October 
2018. They sum up the ethicality of RISK, including 
testing it in social worker’s practice, using the 
following words: 

It is ethically sound to test the tool in practice. 
Every day, assessments of notifications are made. 
The judgments and decisions, based on the 
assessments, are complex and they entail vast 
amounts of information and a series of ethical 
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the child” (Kulager, 2021).4 The other bias, ‘auto-
mation bias’, has to do with the impact of using 
the algorithm as decision-support, when or if the 
caseworkers (uncritically) adjust their decisions 
to match the risk scores of the algorithm. In the 
corresponding media debates scientists, profes-
sors, social worker, and lay persons dispute the 
technicalities of the algorithm, the datasets, the 
validity of the research, the caseworkers’ decision-
making among several other aspects that touches 
upon the ethicality of even testing algorithms in 
the field of child protection. One professor simply 
judged RISK to be “irresponsible” (Andersen, 
2021b). These problematisations thus disputed 
both the value of the algorithmic model but also 
the very idea that a decision-support tool could 
add value to child protection.

The members of RISK reacted to the ethical 
controversy by participating in the media debates 
– explaining, arguing and providing answers about 
how and what they have done, and which itera-
tions they were considering for the second version 
of their model. They emphasised their willingness 
to create “openness and transparency about such 
a difficult subject as the use of machine learning 
in social work.” (Andersen, 2021b). Meanwhile, in 
June 2020, they marked their publicly available 
reports with a stamp saying: “Temporary brief. 
Expired June 2020” and wrote new reports for the 
next phase of the project. Whereas the expired 
versions of reports are written in Danish, the new 
versions are framed in an open, English and theo-
retically grounded language, cementing their 
scientific ambitions.

During this revision, the dual valuation of 
helping children and researching the value of 
algorithmic decision-support shifted towards 
the latter. As the project manager explained: 
“Our hope is that we will be used as a knowledge 
base, somewhere in the debates, and not be put 
in a corner as those proposing that we should 
assess notifications by running them through an 
algorithm” (interview, project manager, March 
2022). This valuation, on the one hand, enacts 
the algorithm as a valuable object of scientific 
scrutiny and, on the other hand, it positions 
RISK as ethically more legitimate than the other 
ongoing algorithmic experiments since it is the 
only one being done as research. As a project 

dilemmas, regardless of whether a statistical tool is 
being used or not. The ambition is to help children 
and young persons at risk in the best possible 
way. We adjudicate that the implementation of 
a statistical tool as a support for the qualitative 
assessment to be ethically sound and potentially 
improving the protection of vulnerable 
children and young persons” (Report on ethical 
considerations, October 2018). 

Drawing the distinction between the complex, 
qualitative human assessment and the quanti-
tative assessment offered by the algorithm, the 
role of the algorithm as a supplementary tool is 
emphasised. Here, the algorithm is valuable as 
a support in an already complex decision-mak-
ing situation. With this valuation, the predictive 
algorithm is enacted as ‘just’ a tool, which will 
not render ethical dilemmas mores complex – 
because they are already complex. As a tool, in 
contrast, it might have the ability to improve how 
children and young persons are helped. Thus, the 
algorithmic processing of data was emphasised as 
ethically valuable, with the complexity of qualita-
tive risk assessment already being ethically diffi-
cult supporting this valuation.

Controversy II: Algorithmic bias (2020-2021)
During the fall of 2019, as RISK went public with 
preliminary results from their first testing of the 
statistical model in the child protection depart-
ments of two municipalities, journalists and data 
scientists started scrutinising RISK and its algo-
rithm. In January 2020, the algorithm was called 
out as a “shadow version of the Gladsaxe model” 
in a tech-magazine (Andersen, 2020), and in 
social-media platforms, it was criticised in harsh 
terms for the mere idea of developing algorithms 
in the field of child protection. In a comments sec-
tion, it was for instance called a case of “contempt 
for professional knowledge, incapsulated in tech-
utopianism’ and ‘an assault on the population”. 
When a magazine through the help of a science 
student found biases in the algorithm, the contro-
versy shifted towards a more technical debate. 

The article describes the risk of two kinds 
of biases. One has to do with the reproduction 
of biases from the data input – here ‘age bias’ 
– which makes the algorithm assume that “the 
severity of a neglect increases with the age of 
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member noted during a conversation: “algorithms 
are too dangerous to simply let loose in practice, 
without research about the consequences” (field 
notes, June 2022). Thus, although the algorithm 
might be dangerous when tested on real cases, 
the valuation here emphasises the importance of 
researching algorithms before they are ‘let loose’.

Controversy III: Legal uncertainty and lack 
of legitimacy 2021-2022
During summer of 2021, a scholar of social- and 
administrative law laid out her take on the legality 
of employing machine learning algorithms to sup-
port child protection services in the media (Ander-
sen, 2021a). Scrutinising the legality of RISK’s aim 
to test the algorithm on real cases, she disputed 
their legality report, written by the state attorney 
who had approved the algorithm as legal. A main 
objection concerns the legal requirement to indi-
vidually consider which information about a child 
to collect from a principle of data minimisation; a 
requirement rendered impossible by the stand-
ardised algorithmic collection and assessment of 
various data points. 

In view of this critique, the research group 
reached out to the state attorney and asked them 
to re-assess their own audit. In March 2022, the 
state attorney reaffirmed their earlier assessment, 
i.e., that they had legal backing for testing the 
algorithm on real cases. However, rather than 
finding solace in the authority of the state 
attorney, the project members at this point began 
to emphasise a different aspect of this report, 
leading them to doubt the legality of testing the 
algorithm on real cases. The project manager 
explains: 

Our judgement is that it [the state attorney’s 
approval] is simply not solid enough ground for the 
project to stand on. (…) They [the state attorney] 
leave several doors open – for instance ‘under the 
conditions of agreement in the field’ – and we don’t 
see that [agreement]. Our judgement is, firstly, that 
we will not continue with the project if there is any 
doubt about the legality. (…) Another position 
would be to say: ‘well, if the state attorney says it is 
legal, then there is no doubt about the legality’. But 
then we know, we will be the object of even more 
criticism than we have already been, right? We do 

not wish to be in that position again. (Interview, 
project manager, June 2022)

As the quote also illustrates, the ongoing critique 
of their research project points to the lack of legiti-
macy and due to this, it is not clear cut whether 
there is a legal basis for testing the decision-sup-
port model on real cases. In this regard, the legal 
rupture in 2021-2022 affords a change in the tec-
tonics of the ethical plateaus of AI for child pro-
tection where disagreement about the legal basis 
becomes the starting point for new interpreta-
tions of what is possible to do with algorithms, 
even if this happens under the label of research. 

Even though RISK ends up not testing the 
algorithm in practice, due to its doubtful legality, 
the algorithm itself continues to live in a new 
version where it will only be tested in what the 
project manager calls “safe environments” – i.e., 
with artificial data in experimental workshops 
with child protection caseworkers. This cements a 
valuation where the algorithm is purely a research 
object and is delegated the role of acting as 
guinea pig in a laboratory like setting. Without 
access to ‘real life’ cases, it will have no influence 
on children’s lives. The (human) project members, 
in turn, are delegated the role as researchers, 
constructing and controlling the artificial setting 
in which the algorithmic model is to be examined. 
This marks a shift in the ethical plateaus where 
algorithms are considered too dangerous to be 
used for decision-support.

Municipality X: The algorithmic detection of 
acute notifications 
In 2019, two other municipalities began algorith-
mic developments, in the wake of the Gladsaxe 
controversy. Even though they were not subject 
to public controversy, the very existence of these, 
as we will see, shaped their ideas about what was 
ethical to do with algorithms. Here, we focus on 
the algorithmic development in municipality X.

The purpose of the third algorithmic model 
was to screen emails with notifications of concern 
for children’s wellbeing and identify notifications 
needing acute responses – the so-called “red 
notifications” (project description) and in this 
way prioritise their assessments of notifications. 
Recalling their initial idea, the project manager 
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explained that they chose the most vulnerable 
citizen group (children) for algorithmic experimen-
tation because “this is where we have the greatest 
potential of being able to help (…) and because, 
there is a big volume of data with about 7000 
notifications per year. This [assessment of notifica-
tions] is, of course, a large and difficult task, every 
day” (Interview, project manager, January 2022). 
Articulating its value, the Head of Strategy and 
Governance characterised the algorithmic model 
as a “super smart person [Kloge-Åge], like a senior 
employee, who has accumulated knowledge. (…) 
An artificial person, the caseworkers can consult, 
as a support” (Interview, Head of Strategy and 
Governance, January 2022). 

From the onset, the project was very aware of 
the risk of public controversy. As the evaluation 
report stated:

Together with the public affairs department, the 
project has developed a so-called preparedness 
[beredskab], to answer the many questions we 
anticipated to emerge. At this point in time, the 
media had been circulating stories about the use 
of AI in relation to case work, e.g., from Gladsaxe 
municipality. The project was therefore very 
attentive to having a model that supported [email] 
categorisation, and in no way supported the 
execution of interventions. (Internal document)

The valuation of this algorithm is at once formu-
lated positively, as an administrative help in han-
dling the large amount of notifications, yet also 
negatively in terms of what it was not, i.e., the 
Gladsaxe model. 

This practice of ‘un-ethicising’, i.e., posi-
tioning themselves as ‘ethical’ in comparison 
with others ‘unethical’ practices (cf. Tønnesen, 
2009), continued when RISK became subject to 
the bias controversy in 2020. Interviewed by the 
tech magazine Version2, a critical voice in both 
Gladsaxe’s and RISK’s public controversies, the 
Head of Strategy and Governance stated: “We are 
more oriented towards cleaning for bias than I 
think they were in RISK. And our project does not 
make use of the profiling of citizens or predictions 
[compared to RISK]” (Internal document). 

RISK’s controversy in 2020 also produced a 
concern about the risk of automation bias, char-
acterised by the evaluation report as a situation 

where “human judgements unconsciously lean 
toward the categorisations generated by the 
AI, and thus creates an unintentional effect” 
(internal document). This led them to ensure that 
the “AI-models’ categorisations to have the least 
possible impact on the caseworkers’ decisions” 
(Interview, Head of Strategy and Governance, 
October 2022). Thus, instead of visualising the 
acute-labelled notifications during decision-
making, they ran the algorithm as a so-called 
‘shadow process’ and showed the caseworkers 
the algorithmic classifications during weekly 
meetings, after notifications had been prioritised. 
In this regard the algorithm was less valued for 
its ability to provide support during decisions 
and more as an opportunity to learn and reflect 
about what is possible to do with algorithms 
(Interview, project manager and Head of Strategy 
and Governance, January 2022). This valuation 
also hinges on it being a ‘non-decision model’ as 
the usage of algorithms for decision-support was 
deemed unethical.  

This ambivalent valuation is reflected 
throughout the evaluation report, our interviews 
with the project manager and Head of Strategy 
and Governance. Rather than defining the algo-
rithmic model as something specific, both the 
project manager and the head of strategy and 
governance in the municipality emphasise that 
their main goal is to learn: “what can we do with 
AI?”. The Head of Strategy and Governance contin-
uous: 

This is the cool thing about the project. We get 
to investigate what is possible and where are 
the boundaries? (…). The purpose was to (…) 
feel the boundaries of what is applicable, what 
is acceptable, what is meaningful and so on. 
(interview, Head of Strategy and Governance, 
January, 2022).

This process of adjusting according to “what is 
acceptable” demonstrates the shifting ethical pla-
teaus to not only be a theoretical concern but a 
very practical one. It establishes the algorithm as 
a valuable means to take part in the drawing the 
boundaries of this new field of innovation in pub-
lic administration. 

With the final evaluation report concluding 
a rather low accuracy as 0well as a lack of trust 
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from case workers, it was decided to keep the 
model running in shadow mode, which, apart 
from enabling organisational learning, had the 
assets of “retaining knowledge and competences 
in the IT-department, which, as a consequence, 
will be better equipped for working with AI, also 
in other units” as well as “retaining the possibility 
of eventually further developing the AI model 
[for future implementation]” (internal document). 
Thus, in the end, its valuation has been solidly 
reconfigured as a (vague) future potential, both in 
terms of the model itself but also in terms of the 
municipality’s AI competencies.

Municipality Y: Algorithmic sorting of 
emails – the new colleague 
Also in 2019, another municipality (Y) prepared 
for an experiment in the field of child protection. 
This municipality also used machine learning 
to develop an algorithm to detect notifications 
in an email inbox and to analyse their acute-
ness. In a meeting agenda in 2020, the algorith-
mic model was valued for its capacity to “[save] 
employees the time used to search for notifi-
cations [in the mailbox]” (internal document). 
Indeed, the algorithm was described in meet-
ing agendas and power point presentations as a 
“mail sorting programme”. In an interview with 
the project manager in charge of the project, we 
were told that they specifically wanted to “avoid 
the mistakes that others [Gladsaxe and RISK] have 
made” (interview, Project manager, November 
2021) when deciding how to design their model. 
She explained these mistakes as 1) the merg-
ing of data from different welfare departments 
(Gladsaxe) and 2) using the predictive capacity of 
algorithms (Gladsaxe and RISK). “Therefore”, she 
added, “[our algorithm] only collects data, which 
relates directly to the function it has” (interview, 
Project manager, November 2021), i.e., searching 
and marking emails with notifications containing 
words indicating acuteness. And she relates their 
choice of model to municipality X as she under-
scores: “We do not attempt to prioritise”. Thus, 
rather than expanding human analytical capacity, 
the algorithmic model was trained to do the same 
as the caseworkers, only faster. It is the speed and 
not the scope which is articulated as valuable. This 
minimalised model showcases how the Gladsaxe 

controversy established clear boundaries of what 
not to do. Correspondingly, we here see how the 
ethical plateaus of AI for child protection shift 
towards benefitting administrative work rather 
than the child and its family.

Despite this starting point, the ethicality of 
the mail-sorting programme was a concern to 
begin with. They were particularly concerned with 
the risk of the algorithm making mistakes in its 
mail sorting. As they wrote in a meeting agenda: 
“Whereas “ordinary” IT-systems can “take care of 
themselves”, machine learning demands more 
ongoing maintenance” (meeting agenda, October 
2020, citation marks in the original). Correspond-
ingly, they enrolled a team of skilled, administra-
tive caseworkers to test the algorithmic model in 
what they termed a “hyper care period” of three 
months with careful attention to its precision. For 
this purpose, they personified the algorithm as 
a new colleague, naming it ‘Naomi Notifications’. 
Below, the project manager describes how she 
introduced this ‘new colleague’ to the test team: 

As someone who, well, doesn’t care if she sleeps 
at night and who doesn’t go to the toilet, doesn’t 
need food, and that sort of thing. (…). We always 
say that when we [introduce the algorithm] ...But, 
because it is also...if you have a challenge with a 
turnaround in employees, then you can say: “we 
have a technology who absorbs data in the same 
way as an employee”. It [the algorithm] is a way of 
consolidating knowledge (…). We try to explain 
to them that it [the algorithm] can become a very 
experienced employee who remembers well and 
can work fast. But to begin with, it isn’t. It is more 
like having an intern. (Interview, project manager, 
November 2021) 

Besides of evoking the algorithm as a person in 
need of care and training, the personification also 
enacted the algorithm as a future potential rather 
than a problem-solving tool for the present. In 
this valuation, the figure of a new, untrained col-
league mobilizes the algorithm as unfinished and 
full of beginners’ mistakes. And, as in the case 
with interns, the future potential is only achieved 
through the professional involvement of the 
human employees, critically scrutinising the algo-
rithm’s work. 
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An evaluation report, however, concludes that 
this strategy failed, because the enrolled case-
workers, instead of providing the anticipated 
feedback on its precision, they were simply 
“viewing it [the algorithmic model] as a ‘search 
function’ – as in a word document – and corre-
spondingly, they think it cannot be better than 
it already is” (internal document). The evaluation 
report concludes: “there are no signs of impact 
on practice in any particular way”. Nonetheless, 
the algorithm continues to run, and the project 
manager explains to us that she views it more as 
a curiosity project, which helps them learn, both 
how the algorithm and the employees react when 
machine learning algorithms are employed in 
practice. This shifts the valuation of the algorithm 
from being a potential time-saving administrative 
tool to one that can teach them about employees’ 
use of algorithmic models.

Coinciding with this, the European Court 
of Justice gives their verdict on the so-called 
Schrems II5-case, establishing the use of American 
cloud services as non-GDPR compliant. Running 
on Microsoft cloud services, the municipality 
therefore kept the algorithm from being imple-
mented in other departments. In spring 2022, 
a new manager took over in the social service 
department and started to enquire about the 
costs of running the algorithm. In an email to us by 
the project manager, she narrated her estimation 
that 40.000 kroners per year for a tool that does 
not make a difference is a lot of money (email, 
June 2022). They decided to stop the algorithm 
entirely. As a side comment, in an interview the 
project manager mentioned that the team had 
stopped using the algorithm before it was paused 
because it had begun marking the emails incor-
rectly (interview, project manager, June 2022). 
Indeed, the algorithm suffered from the lack 
of care and trainings. Yet, rather than reconfig-
uring its potential value, the combination of 
GDPR-compliance and its lack of positive impact 
resulted in it being devalued as a mere expendi-
ture not even worthy of ethical concerns. Thus, 
while informed by the controversies of the other 
two experiments, the termination, and de-valua-
tion, of the algorithmic model was the end result 
of many different agencies: lack of training, poor 
evaluation and GDPR-compliance.

Concluding discussion 
In this paper, we have described the emergence 
and ruptures of ethical plateaus in Danish child 
protection services. Analysing the relationship 
between valuations of algorithmic models as 
(ethically) good, public controversy, and, eventu-
ally, the processes that lead to their termination 
or revaluation, we gained insight in changing 
boundaries of what is ethically possible to do with 
algorithmic models in Danish child protection 
services. In doing so the paper contributes to calls 
for “situation-sensitive approaches” in the study of 
AI ethics (Hagendorff, 2020: 14) and it contributes 
to STS discussions about the making and configu-
ration of (AI) ethics (Seaver, 2021; Ziewitz, 2019). 
Below, we discuss two implications of these find-
ings, in terms of (1) the role of public controversy 
in configuring ethical plateaus and algorithmic 
development and (2) the relationship between 
ethical plateaus and the distribution of agency 
across algorithm and humans.

Firstly, we learn how national media scrutiny 
is important in contesting the ethicality of child 
protection algorithms, mobilising the responsible 
organisations to publicly account for – and hence 
enact – their algorithmic model as ethically good. 
Figure 2 provides an overview of the development 
in valuations of the four models, including public 
controversies and other events that led to their 
re-valuation or termination. Here, we see how the 
first controversy, focusing on the Gladsaxe model, 
resulted both in the termination of this project 
but also led RISK to produce documents about the 
ethicality of their research project. The Gladsaxe 
controversy also influenced the very formulation 
of the algorithmic projects in municipality X and Y, 
in terms of becoming an example of what was not 
ethically acceptable to do with algorithms. These 
two projects, thus, from the outset limited the 
scope of their algorithmic models, valuing them 
in relation to administrative and time-consuming 
tasks rather than vulnerable children. Similarly, 
we see how controversy II and III, problematising 
RISK’s plan to test their algorithmic model on real 
cases, led RISK to re-value the algorithm to the 
extent that it would no longer be tested on real 
cases. The controversy regarding algorithmic bias, 
here automation bias, further led municipality X to 
keep the algorithmic model running in a shadow 
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mode, decoupled from case workers’ prioritisation 
practices. 

Moreover, municipalities X and Y, not termi-
nated by public controversy, are important indi-
cations of what is ethically acceptable at the time 
of writing. Although developed in parallel in two 
different municipalities, with similar justifications 
for initiating their projects and shaped by ideas 
of what not to, their valuations of the algorithmic 
models ended up quite differently. As it seems, the 
boundaries of what is possible to do in the ethical 

plateaus of AI for child protection are narrowed 
down to a point where the employment of algo-
rithmic models seems to be a future ambition 
rather than a problem-solving tool for the present. 
In this regard, the practitioners involved in the two 
projects were reacting to an ethical obligation to 
prepare the public administration for an imagined 
future with AI. Whereas municipality X’s model 
became re-valued as a tool for organisational 
learning and the retainment of AI competences, 

Science & Technology Studies 37(3)

Table 1. Ethical plateaus of AI in Danish child protection services 2017-2023.

Valuations

Time Gladsaxe model RISK Municipality X Municipality Y

2017 Valued as helping 
vulnerable children 
through earlier 
interventions

Valued as helping 
vulnerable children 
through pre-emption of 
their maltreatment

 
2018

Controversy I: Algorithmic surveillance
Valued as equally 
ethical as human 
decisions to test on real 
cases

2019 Controversy 1 
cancels algorithmic 
development

Valued for its potential to 
save time by prioritising 
notifications

Valued for its potential to 
save time by identifying 
notifications 

2020 Controversy II: Algorithmic bias and risky research

Re-valued for its 
potential to generate 
knowledge, hence 
legitimising testing on 
real cases

Algorithm reconfigured as 
shadow process.

Re-valued as a learning 
tool for reflecting about 
how case workers 
prioritise notifications. 

2021 Controversy III: Illegal to test algorithm in practice

Evaluation report: Algorithm 
is not trained and does not 
benefit practice
Re-valued as an opportunity 
to learn how case workers 
interact with AI

2022 Re-valued as an 
algorithm only fit for 
testing on artificial 
cases

Evaluation report: Low 
accuracy. Case workers do 
not trust algorithm 

New manager

Continues as shadow 
process. 

Re-valued as a medium 
for retaining AI 
competencies in the 
municipalities

Terminated. Devalued as 
unnecessary expenditure

2023
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municipality Y’s model was devalued as a useless 
“search function” and unnecessary expenditure. 

What are the implications of these develop-
ments for our understanding of controversies role 
in shaping ethical AI? Following Marres’ (2021) call 
to study public controversy, we agree that public 
controversies should not simply be analysed as 
instances of democratic interrogations of tech-
nological innovation but also as trial grounds 
for those developing algorithms. Arguing that 
public controversies increasingly are becoming 
strategic resources, “[providing] opportunities 
for the configuration of new markets”, Marres 
warns against “romantic misunderstandings of 
how scandals happen”(Marres, 2021: 2). In our 
study, shaping the innovators’ sense of what was 
ethically acceptable to do with algorithms in 
child protection, public controversy indeed did 
much more than render visible relations between 
science, technology, and society. They inadvert-
ently became a platform for scoping what was 
possible and acceptable to propose to do with 
algorithms, the two municipal algorithmic models 
being rather explicit about this. 

At the same time, there was no evidence of 
public controversy being “purposefully used to 
organise publics for ‘innovation’” (Marres, 2021: 
13). On the contrary, our interviews with those 
subject to public controversy indicate that they 
experienced it negatively. Indeed, municipality 
Y was concerned that their very use of the term 
‘algorithm’ would associate them with the other 
contested algorithmic models, and the members 
of RISK were concerned of more public critique if 
they followed the state attorney’s assessment of 
their legality. Thus, public controversy was central 
in shaping ethical plateaus and fed into processes 
of adjusting the algorithms to what seemed 
acceptable, but they never became strategic 
platforms for the innovators. 

The second implication of our analysis regards 
the powers and agency distributed to algorithms. 
During the emergence of the ethical plateaus, 
where algorithms were primarily articulated as a 
solution, most agency was delegated to them. The 
Gladsaxe model was granted the proactive role of 
detecting children at risk through prediction, thus 
intervening before any concern or symptom had 
been registered. Indeed, in encountering critiques 

of surveillance during rupture 1, the municipality 
argued for the ethicality of the algorithm by 
highlighting its ‘black hole’ processing of data as 
more ethical than human processing. Compared 
to the contemporary focus on transparency and 
responsibility, this articulation may seem absurd 
but is indicative of the optimism characterising 
the emergence of the ethical plateaus in Denmark. 
RISK’s decision-support model delegated less 
agency to the algorithmic model, articulating 
it as a support in human decision making after 
humans had detected children at risk. Yet, with 
more ruptures and critique, their enactments of 
the algorithmic model changed over time, firstly, 
emphasising the necessity to research algorithmic 
models in use rather than simply implement 
them without proper evaluation, and later, they 
decided not to test their model on real cases, 
removing any risk of harming real casework. 
Finally, the two municipalities, which initiated 
their projects after the first public controversy, 
decided from the onset to limit the agency of 
their algorithmic models, keeping them from 
profiling and predicting citizens and from 
interfering in decision-processes. Whereas one 
municipality decided to limit the agency even 
more by reconfiguring it as a possible background 
algorithm, which they could consult for purposes 
of reflection after decision-making, the second 
municipality entirely closed their model. 

Thus, we see how changing ethical plateaus 
and a growing awareness of potential 
controversiality has the effect that gradually less 
agency is delegated to the algorithmic models, 
both across the cases but also within those that 
have been reconfigured. This speaks to Lee and 
Helgesson’s (2020) observation that valuations 
of algorithmic processes are entwined with 
distributions of agency across human and system. 
Thus, ethical plateaus not only shape what is 
ethically possibly to do with algorithmic models, 
they also influence on how much agency is 
given to algorithms – both with regards to how 
proactive they are vis-à-vis humans but also in 
terms of the roles they are envisioned to have. 

Compared to the established literature on 
AI ethics, with its focus on (developing and 
assessing) ethical principles for AI, our approach 
allowed us to explore the relationship between 
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public controversy’s contestation of the ethicality 
of algorithms and enactments of algorithmic 
models as good or valuable. This analytical move 
changes ethics from principles, against which 
organisational practices can be evaluated, to 
situated valuation practices. Valuations do not 
come before (as regulation or involvement) or 
after (as evaluation), they are part of the very 
development of algorithms – in this regard the 
valuation shapes the algorithm to an extent 
where it can also kill the algorithm by devaluing it 
as unethical, illegal or as a mere expenditure. This 
requires us to approach ‘the ethical’ as a process 
that is incomplete, uncertain and situated. While 
our movement towards situated ethics obviously 
could be criticised for deflating the concept of 
ethics and for destabilising important efforts to 
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scrutinise algorithms critically and holding them 
accountable, we propose the contrary: Namely, 
the endeavour to understand ethics as an emic 
concept, that is, how organisations mobilise, 
negotiate and enact the ethically good algorithm. 
This can teach us important lessons about the 
lived organisational realities of algorithmic ethics 
and may potentially make it easier to understand 
failed attempts at implementing ethical principles 
and how the figuration of what is ethical is central 
in the co-constitution of AI and society.
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Notes
1	 Recognizing that the term AI has many competing definitions, we here use it to signify algorithmic 

systems developed with the use of machine learning techniques.

2	 Of course, compared to our brief history of changing ethical boundaries, geological plateaus develop 
over longer periods and may thus appear more stable.

3	 We use the term “internal document” for references that we have as part of our research data, but which 
we cannot make public due to issues of confidentiality.

4	 One explanation for the age bias is that schools send more notifications than daycare institutions. This 
means that the data set of notifications have an overweight of children going to school. This, of course, 
does not have anything to do with the situation of the child.

5	 The ruling implicated that EU customers of US cloud services, such as Microsoft, Amazon and Google, 
were themselves responsible for assessing the risks of data being accessed by third party countries as 
well as verifying the data protection laws of the recipient country – a task impossible to achieve for a 
Danish Municipality (note from the Data Protection Officer of the municipality, 2021).
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Introduction
“An imposter is commonly understood as a per-
son who pretends to be someone else in order 
to deceive others” (Vogel et al., 2021: 3). This is 
the starting point of Woolgar and colleagues’ 
(2021) recent work on imposters, in which they 
explore how thinking with imposters can be a 
useful analytic for social theory, i.e. a tool or lens 
through which to observe social-material phe-
nomena. In the book, they trace early sociological 
use of imposters to articulate (underlying and/or 
performative) social orders, and how imposter-
ing was initially seen as an example of deviation 
from the normal. In these early uses, examples 
of impostering could be interpreted for clues to 
which mechanisms held together the social order. 
However, their reworking of the term impostering 
moves the figure of the imposter to ‘center stage’ 
and uses it to explore indeterminacy, uncertainty 
and disorder, the frictions and disruptions that 
are actually central to social relations (Vogel et al., 
2021: 4). Rather than using it to discover underly-
ing normative mechanisms, this new use of impos-
tering keeps the analytical focus on the messy 
practices of social relations but also encourages 
analysis of which other actors are collaborating in 
the impostering practices, and what purposes the 
imposter is supposed to serve. 

For my discussion here, I will use impostering 
to focus on the messy and collaborative practices 
of the human-robot relation involving the robot 
Pepper. This will complement an analysis of 

the power dynamics of (robotic) care. I find the 
analytic of the imposter is useful when combined 
with science and technology studies (STS) and 
feminist technoscience discussions of care to 
reveal the complexities of human and non-human 
actors and discursive concerns engaged in 
presenting robots like Pepper as solutions to the 
care needs of older adults in residential eldercare 
homes.

This combination of impostering and care is 
particularly relevant for the study of robots and 
their introduction to the social constellations 
of care, a place that Pepper is often imagined to 
inhabit sometime in the near future. But, as I will 
show, using the figure of the imposter to explore 
Pepper makes apparent how the robot is both 
an essential but not unassisted character in the 
production of (imagined) caring relations. These 
relations, which are often messy and muddled, 
involve more users and more desires than one 
often finds mentioned in robotics research. Using 
Pepper as an imposter in this analysis articu-
lates the underlying relational (dis)orders of care 
provision and makes visible how much work is 
required to choreograph the provision of care. 
It also starts to unpack the entangled relation 
between Pepper as a figuration (a character in 
different imaginaries who is assigned roles in 
narratives of care and care provision) and Pepper 
as a research object.

Pepper1 as Imposter
Ericka Johnson

Department of Thematic Studies, Linköping University, Sweden/ ericka.johnson@liu.se
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Robots as imposters
Just like the imposters of the older sociological 
term (magicians, con-artists, forged art-dealers), 
robots can stir complicated emotions when we in 
the well-resourced North are asked to seamlessly 
integrate them into our daily lives. They mow our 
lawns and vacuum our floors. They park our cars 
and, in some imaginaries, even drive them. In dis-
embodied form they decide what playlist of music 
we should listen to. They sit in speakers on our 
fireplace mantle, listening, and turn the lights on 
and off while logging our activities and speculat-
ing about potential purchases from snippets of 
overheard conversation. Some people think they 
are going to be able to fulfil our needs for friend-
ship and intimacy (Strengers and Kennedy, 2020), 
and some robots already do, as Harrison found in 
her study of chat-bots on infidelity sites (Harrison, 
2019). 

For the last few years, I have been working 
with a team of colleagues on an interdisciplinary 
robot project, thinking about the ethics of care 
robots while doing ethnographic and interview-
based studies of robots in development. Part of 
our study has involved collaborative work with 
roboticists, participating in their studies with 
the semi-humanoid robot, Pepper. These studies 
have engaged older adults supposed to follow a 
series of aerobic movements led by Pepper. Our 
roboticist colleagues have been interested in how 
Pepper could produce and read engagement. As 
social scientists, we worked with them in devel-
oping the studies and ethnographically observed 
as the research was conducted. We also paid 
attention to other things happening around us. 
We made notes about the way experiments were 
run, the smooth parts and the glitches, but we also 
made notes when the experiments were inter-
rupted because the laboratory received visitors, 
for example a small group of managers from the 
local municipality who wanted to discuss the inte-
gration of robots into existing care configurations. 
For us, these disruptions were as much a part of 
our material as the studies themselves.1

As a backdrop to this study, I have also been 
sensitive to the way Pepper is presented in various 
popular media and in care discourses as a solution 
to a bouquet of care needs predicted to appear in 

the near future. In this paper, I will be reflecting 
on these imaginaries of Pepper as a figuration. A 
typical image of Pepper the care robot for older 
people shows Pepper standing in a room, leading 
a smaller group of older people in chairs through 
some arm-waving exercises. The Times (Cavendish, 
2018) presented one such image, but a simple 
Google Image search will present many examples 
of this figuration.

Our larger study is informed by recent, ethno-
graphic work on how robots are being developed, 
studies which have shown that the practices 
and imaginaries of engineers and designers are 
(still) helping to shape the types of robots that 
are developed to ‘serve’ us (Fischer et al., 2020; 
Robertson, 2017; Søraa, 2021). However, here 
I will also be drawing on work that explores the 
imaginaries and figurations of the robotic on the 
edges and outside of the lab (DeFalco, 2020; Rhee, 
2018; Sparrow and Sparrow, 2006; Strengers and 
Kennedy, 2020; Suchman, 2007). There are many 
different constellations of sites which are currently 
developing robots and which are engaging 
different user imaginaries and landscapes: engi-
neering laboratories; social robotics labs; commer-
cial entities entangled with university research 
structures; municipal and regional innovation 
platforms with input to and from research groups. 
These constellations are often interdisciplinary 
collaborations engaging theories and methods 
from cog sci, psychology, design, linguistics, 
STS. Fischer et al. (2020) suggest that the sites 
of design impact the image-evoking activities 
used by designers and engineers. We have also 
seen this with the robotic work we have followed 
at a robotics lab, where Pepper is entangled in 
concerns that non-academic actors have (for 
example, the municipality’s team of managers 
mentioned above). Thus, it is logical to suggest 
that the work done at these sites is also embedded 
in cultural discourses, in the hegemonic quadrant 
of power that frames our imaginaries, helps us 
imagine what is possible, and therewith impacts 
the research questions we can pose. Exploring 
these framings is thus important to understanding 
how our research takes shape and what robots it 
can produce.

Johnson
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The imposter as analytic 
for the robots
In wider social discourses about care robots, Pep-
per is often presented as a robotic solution to the 
problem of care for older adults. Occasionally, 
Pepper, or a similar humanoid-ish robot, is seen 
with out-stretched arms about to lift an older per-
son or interact with that person one-to-one. But 
often, the images shown in newspaper articles, 
YouTube clips, and promotional materials are of 
Pepper leading aerobics classes for older people, 
sometimes in robotics labs but usually in care 
home environments. Pictures of Pepper helping 
lead exercise groups (usually focused on the upper 
body) are a stock representation of how Pepper is 
imagined to be addressing social needs today and 
tomorrow. It is not a coincidence that this imagi-
nary made it into the robotics lab we collaborated 
with. Their research – and the research of many 
roboticists working with Pepper – is impacted 
by the question of how Pepper could react in a 
similar situation and is, as Suchman would put it 
‘infused with its inherited materialities’ that afford 
limited conceptualizations of what the robot can 
do (Suchman, 2011: 119). For example, one nuance 
worth mentioning is that Pepper has no movable 
legs but does have movable arms, and leading 
an aerobics class for stationary human bodies is 
within the realm of possibilities for Pepper. Jump-
ing around or shuffle dancing is not. When picking 
apart the nuances of Pepper as aerobics instructor, 
one can find the material limitations of the robot 
becoming entangled in our human encounters, 
both in promotional images and in the research 
done with robots. 

Understanding ‘imposter’ in the earlier soci-
ological sense, as a deceitful figure whose 
deception can reveal an underlying order, would 
highlight the work Pepper does when assuming 
some particular aspects of performing ‘aerobic 
instructor’, including producing roles for the 
often wheelchair-bound aged to perform (as 
wheelchair-bound and as aged) and the terribly 
enthusiastic and motivational frontstage mask 
that Pepper assumes when the robot unwaver-
ingly smiles and flairs about its arms, encouraging 
the bodies in the wheelchairs to do the same. 
This understanding of Pepper as an imposter 
would also speak to the underlying distrust of 

robots (machines) to provide something normally 
thought to belong to the human realm, care (c.f. 
DeFalco, 2020).  

However, the image of Pepper teaching an 
exercise class can also be understood with an 
alternative sense of impostering – the kind that 
Woolgar and colleagues (2021) want to put 
forward. Such an analysis recognizes the inten-
tional deception, but highlights that for it to 
occur, others in the room have to make a series 
of moves; that pepper-the-imposter is not just a 
version of Jane Fonda or Richard Simmons minus 
the pastel-coloured sweatbands and legwarmers. 
Observing Pepper through the new lens of the 
imposter could prompt questions about the 
concerns surrounding and awakened by those 
robotic arm waving exercises. Who is involved in 
being intentionally deceived? Why? Pepper as an 
imposter can provide insight to the “disorganized” 
social relations and cultural forms from which it 
is emerging. In the case of Pepper the aerobics 
instructor, those social relations are imagined 
to be in need of re-organization in a care home 
which is probably trying to readjust their care 
provision to economic efficiency demands in the 
face of (at least imagined) labour shortages. The 
Woolgar and colleagues’ analytic helps me look for 
these discursive moves behind the production of 
Pepper as an aerobics instructor by reminding me 
to find the actors making the moves necessary for 
the deception.

Seeing concerns in the care 
of robotic aerobics
The analytic of impostering reminds us that 
human/non-human constellations, networks, 
and/or entanglements are and have long been a 
part of care (DeFalco, 2020; Puig de la Bellacasa, 
2011). We can use the imaginary of Pepper the 
imposter to probe the dynamic relations they are 
involved in. 

For example, Pepper as aerobics instructor tries 
to get older adults to follow the arm motions that 
Pepper initiates. This happened in the experi-
ments we observed, and is also prevalent in the 
visual and textual representations of Pepper. 
However, there is more at work than a mimicking 
of arm motions. Looking beyond the movement, 
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one can also discern a concern that much older 
adults in care homes are not exercising enough, 
that they are in imminent danger of just sitting 
still, staring out into space. 

We can also read a concern that ‘activating’ 
older adults by hiring staff to lead exercise groups 
would require too many personnel resources. One 
can sense worry about the price (salaries? social 
guilt? employment policies? HR headaches?) of 
paying someone else to lead the interactions. 
These concerns become visible as one untangles 
elements in the knot of societal needs, care 
provision policies, and robotics research that 
produce Pepper the aerobics instructor. 

One can also sense concern that the older 
people around us are socially isolated. Entangled 
with that is a reluctance to socially interact with 
them, ourselves. Note the enactment of the cate-
gories us/them, othering the aged. These different 
elements of the discourse become clearer when 
sensed through the figure of an imposter, and 
can trigger questions that go beyond the roles 
that an imposter may be making visible and 
instead ask about whose concerns these are, the 
care providers or the care recipients? It can even 
prompt the question: is the imagined user of the 
robot the resident being nudged into partici-
pating in aerobics or is the user the children of 
those residents? Or the municipality managers 
interested in developing the interaction to help 
provide care? Who are the people responsible 
for the residents? Is Pepper addressing the social 
needs of the care home residents or the guilty 
consciouses of their children or the limited 
budgets of care provision institutions? Or all of 
them, together? 

A related question of what social relations are 
being constituted when Pepper gets the older 
people to move their arms around in a coordi-
nated way is: why is it important that these aged 
bodies are all gathered under one roof, comprising 
a target audience. In many of the images of 
Pepper circulating in care discourses, the people 
responding to Pepper are in a group. They are 
gathered together into a large room, all focused 
on the robot and doing just as Pepper tells them 
to do. They are disciplined – either by Pepper or 
(more likely) by the context that puts them into a 
collective home and demands they do as they are 

told. In many such photos, people look like they 
were wheeled into the room by someone else and 
positioned in front of Pepper. Again, this speaks 
to the power dynamics in group care, and the 
power dynamics of eldercare or the care of other 
bodies which need assistance, a type of power 
dynamic which is exactly a node of tension, of not-
necessarily-nice-or-benign care (especially when 
combined with technology) that STS work on 
caring has helped articulate (Latour, 2004; Lindén 
and Lydahl, 2021; Martin et al., 2015; Murphy, 
2015; Puig de la Bellacasa, 2011). Pepper and the 
use of robots like Pepper in residential care shows 
that the dynamics of care are not always benign 
(c.f. Murphy, 2015) and that the introduction of a 
non-human into the loop can articulate practices 
of valuation and value which we otherwise have 
been wont to ignore (unless we’ve been working 
in nursing or theories of nursing care – where 
these valuation practices have been explored in 
depth (c.f. Allen, 2013; Hochschild, 1983; James 
1992; Tronto, 1993)). 

Research on care robots has also pointed out 
their purported future use as a replacement for 
human bodies of ‘undesirable’ or ‘uncomfortable’ 
colors/races/nationalities/classes in the care/
cared for relationship (Benjamin, 2019; Robertson, 
2017; Sparrow, 2020). Countries that imagine the 
impending demographic crisis of aged adults in 
need of care, but which do not have sufficient 
labouring bodies to care for those adults, imagine 
being able to provide this care with robots 
rather than through racialized immigrant labour 
(Robertson, 2017; Sparrow and Sparrow, 2006). 
It has been suggested that this imaginary is not 
going to work (Wright, 2023)

Of course, not everyone welcomes a future with 
Pepper. The dystopian imaginary of care robots as 
perceived by older adults has also been discussed 
(Sparrow and Sparrow, 2006) and reflections on 
the subjectivity ideally assigned to these robots 
(as a responsive but unobtrusive servant) explored 
(DeFalco, 2020; Suchman, 2007) – even as the use 
of caring technologies like voice operated assist-
ants has been widely adapted (for an in-depth 
discussion, see Strengers and Kennedy, 2020; 
Sutton, 2020; Søndergaard, 2019; Søndergaard 
and Hansen, 2018). But the ‘utopian’ dream of 
Pepper helping untangle that knot of needs and 
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concerns about how to care for the older people 
in our lives seems still to be finding its way into 
our robotic imaginaries and our robotic laborato-
ries.

Robotic constellations need work
If we understand an imposter as someone who 
is pretending to be someone else with the intent 
to deceive, this definition carries with it a sense 
of betrayal and deception. While that is a com-
mon theme in many science fiction works about 
robots (see Origin by Dan Brown, Machines Like 
Me by Ian McEwan, Klara and the Sun by Kazuo 
Ishiguro), and seems to be the goal with the life-
like humanoid replicas produced by Hiroshi Ishig-
uro, this is hardly something that Pepper strives 
for. The smooth white plastic is vaguely shaped 
in a human form, and there is an unmoving face 
with eyes and mouth that gives a hint of human-
ness, but Pepper’s design is in no way meant to 
deceive a user to think it is a human. Pepper is not 
an imposter like a magician or a con-artist. Pep-
per is a part of an impostering event, with other 
actors, wills and desires all messed up with Pep-
per’s materiality.

This is why I find it useful to thinking of Pepper 
through the analytic of the imposter and at the 
same time engage the analytic together with the 
STS discussion of care and its discontents. Doing 
so produces a more actionable lens to view and 
articulate the other actors involved in producing 
the impostering event. 

For example, we are asked to think of Pepper 
as the leader of the exercise moment. But often 
in such photographs, one can also see a human 
instructor live or on a TV behind Pepper doing the 
same exercise, complementing Pepper’s instruc-
tions with practices of interfacing (Lipp and 
Maasen, 2022). One can see chairs and wheelchairs 
that Pepper’s followers are sitting in and the way 
those body/chair hybrids allow some movements 
but not others. The room is also important, even 
if it becomes the background, with its closable 
doors that let the body/chair hybrids in and out 
at (someone’s) will (Johnson/Latour, 1988), and 
the lights and heat or air conditioning that keep 
the human bodies comfortable. There is consider-
able material worlding going on to make the envi-

ronment which produces Pepper as an aerobics 
instructor. And, of course, this aerobics session is 
a session – with a beginning, middle and end, a 
dramaturgical arch that supposes that Pepper’s 
presence in this narrative will transform the 
social order that existed in the room before they 
entered. One could even suspect the whole event 
was carefully staged.

However, when understanding imposters 
as “engines of indeterminacy, uncertainty and 
disorder,” (Vogel et al., 2021: 4) and thinking 
of Pepper the aerobics instructor this way, my 
analysis snags and slows down on the term inde-
terminacy, not deception. Pepper is definitely a 
robot, yes, but as an aerobics instructor, Pepper 
is also imagined to be a motivational speaker, 
role model, cheerleader and generally pleasant 
persona helping create a sense of enthusiastic 
movement in the collection of previously still 
bodies in front of the robot. Pepper articulates 
an indeterminacy – or a complexity – in what 
we imagine that aerobics instructor is actually 
doing. A mild sense of disorder is produced from 
Pepper’s actions, with occasional smiles (only on 
the human faces – Pepper’s smile is permanent, 
unchanging) and the waving of arms. This robot 
aerobics instructor is creating a stir… albeit a 
relatively slow-moving stir. They are revealing an 
instability. Stabilizing this disruption into a legible 
example of group exercise requires work; staging 
props, and captions to tell the viewer what they 
are seeing.

Now, to be fair, recognizing the work that 
is necessary to make anything even remotely 
resemble a stable social interaction with a robot 
is not new. Human Robot Interaction (HRI) 
researchers use an established experimental 
technique called ‘wizard of oz’ in which the 
researcher speaks for or remotely manipulates the 
robot (often behind a one-way mirror or curtain) 
to trick the human participant into thinking the 
robot is actually interacting with them. This is 
done because many robot interactions are theo-
retically interesting but practically difficult, if not 
impossible, given the current state of technology 
(Baxter et al., 2009; Rea et al., 2017; Riek, 2012). 
Suchman (2007, 2011) uses rich ethnographic 
observations of her interactions with MERTZ to 
show with STS terms how much a robot interac-
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tion depends on the human participant or, more 
to the point, participants, in constellations of 
users, programmers, inventors, study designers, 
etc. In more recent work, Treusch uses this human 
participation in cobot research to articulate the 
complexities of practice (Treusch et al., 2020). STS 
gives us tools for thinking through this, for paying 
attention to the affordances of the material entan-
glements that engage bodies (of imposters and 
others) into contingent constellations that allow 
an activity to occur, ideas also taken up in design 
work, not least in the conversations about techno-
logical dis-affordances (Costanza-Chock, 2020).

In images of Pepper leading exercise classes 
and in the research we observed at the robotics 
lab, it becomes clear that other material artefacts 
play an important role in naming and shaming 
‘imposters’ or in allowing them to ‘pass,’ and in 
staging them as subject objects (Suchman, 2011). 
This is something STS as covered extensively, with 
the relational turn and recognition of the way 
human and technological knowledge-objects are 
produced as intra-active phenomena (Suchman, 
2007, 2011; Barad, 2007). One can assume that the 
group of older care home residents in this picture 
were told that Pepper was a robot who would be 
leading them through their exercises. One can 
also wonder at the technical limitations which 
led to this imaginary – an aerobics instructor – 
in a discourse about robots which is dominated 
by robots assisting the human labor force to 
increase efficiency and optimization. An aerobics 
instructor-robot in a care home seems almost, to 
use Treusch’s term, an example of ‘useful useless-
ness’ (Treusch, 2020). Yet, there is Pepper, waving 
its robotic arms.

By thinking through Pepper the aerobics 
instructor as an imposter, I gain insights into the 

disorganized social relations that are framing the 
robotics research engaging Pepper. But using this 
analytic can do more than produce insight. It can 
be an analytical lens that shows how Pepper is 
imagined to reconfigure the work of producing 
exercise for older people and why. This draws 
attention to the constellations of desires and wills, 
of reasons and resources, which are imagining 
robots in this way. 

Doing so will allow us as researchers to 
challenge how the actors positioning Pepper 
and similar robots frame and inform robotics 
research, pointing out the political of what is 
often thought to be neutral, scientific robotics 
development. Finally, using this concept we can 
both draw from the theoretical discussions of 
relational work in STS, and also engage with our 
own affective responses to the emotional aspects 
of robotic care that are so present but so difficult 
to articulate as researchers. Impostering provides 
a poignant term to, in collaboration with insights 
from STS and feminist technoscience analysis of 
care, help articulate the ambivalence I have in 
my research; the unsettled feelings I have about 
the introduction of robots and the wary, almost 
unwilling attraction I note as I watch and imagine 
robots as care providers. By directing my attention 
to the messiness of care and its complex concerns, 
impostering combined with care can produce a 
vocabulary of resistance in the face of ‘utopian’ 
technological solutions to eldercare needs. 
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Notes
1	  Pepper is a white, plastic, ¾-sized, almost humanoid robot. In addition to writing with the roboticists 

(Harrison et al., forthcoming), our analysis has also focused on issues like the valuation of care and 
emotions (Gleisner and Johnson, 2021; Arnelid et al., 2022), the responses expected and provoked by 
human-robot intra-actions (Harrison and Johnson 2023), the integration of social optics through intersec-
tional categories in the design and analysis of robots (Garcia, 2021), and feminist methods for HRI (Winkle 
et al., 2023). 
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Science being embedded in paradigms that are 
imposed through struggles is a relatively old 
idea (Kuhn, 1962). These struggles can be made 
visible by controversies, a classic entry point for 
science studies (Collins, 1985). In the book Gaïa, 
terre vivante Sébastien Dutreuil is thus following a 
well-known tradition, to which he has yet added 
an original touch. By starting from a controversy, 
he shows that it is not (only) the result of a debate 
on the administration of evidence, but a philo-
sophical and political difference. In doing so, he 
adopts a Latourian perspective, which leads him 
to extend his analysis beyond the scientific field 
(Latour, 2004). 

The subject of Dutreuil’s book is the ‘Gaïa 
hypothesis’, introduced by James Lovelock in 1972, 
with the hypothesis referring to the possibility of 
considering life as a whole that consists of all the 
interactions between organisms and their global 
environment. Three issues interest Dutreuil here. 
Firstly, the controversy between Lovelock and 
biologists. Secondly, the gap between a scientific 
publication, with a modest coverage in the Earth 
and environmental sciences, and its appropriation 
by a much wider public. Thirdly, the link between 
politics and philosophy that Gaïa provides. In 
the first three parts of the book, Dutreuil succes-
sively analyses the scientific proposals on which 
Gaïa is based and the careers of the researchers 
involved, mainly Lovelock and, to a lesser extent, 
Lynn Margulis (their correspondence was also the 
subject of a previous book (Clarke and Dutreuil, 
2022)). In the fourth part, Dutreuil situates Gaïa in 

the history of Earth and environmental sciences, 
and in the fifth part, highlights Gaïa’s contribution 
to a new philosophy of science.

For Lovelock, Gaïa relies on the observations 
that life influences geology, the physical condi-
tions for life are constrained, and external pertur-
bations can lead to conditions unsuitable for life. 
For Dutreuil, these observations lead to different 
analyses between Lovelock and biologists, espe-
cially evolutionists. In the evolutionists’ perspec-
tive, natural selection through reproduction allows 
living organisms to adapt to an environment that 
is itself changing, including through the involun-
tary action of living organisms. Yet for Lovelock, 
the stabilising effect of living organisms on the 
environment is primary. This debate is discussed 
in the book through examples and counter-exam-
ples used by the various parties, with the case of 
altruistic behaviour being particularly controver-
sial. In the Gaïa approach, altruism enables the 
environmental changes necessary to sustain life, 
whereas for evolutionists altruism is not a compet-
itive advantage in the process of natural selection. 
Finally, Dutreuil shows that the protagonists of 
the issue do not share a common definition of 
life, which can be understood as an individual or 
global concept; in biology, it is defined by criteria 
applied to individuals (reproduction, selection), 
whereas Lovelock’s concept is more fluid and 
general. This can be explained by the fact that 
Gaïa was addressed less to researchers in biology 
than to those in the Earth sciences. For Dutreuil, 
part of the misunderstanding is also due to the 
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use of the term ‘hypothesis’: Gaïa is not a hypoth-
esis that can be tested empirically, but a new 
ontology, which explains why life is approached 
in a broad and not really fixed sense. As a result 
of thus not only different scientific communities 
disagreeing, the debate being ontological rather 
than an empirical, Dutreuil considers that the idea 
of controversy (shared in the public debate) is not 
appropriate.

One of the strong points of the book is that 
it reinscribes Gaïa in the history of the Earth 
sciences. Dutreuil shows how empirical geology 
was gradually supplanted by geophysical and 
geochemical models in the 1940s and 1950s, 
before the biological was gradually introduced 
into the models in a way that was contempo-
rary with Gaïa, as biogeochemistry in the 1970s 
proposed a role for living beings in the cycles of 
matter. This latter approach was supported by 
institutions such as the International Geosphere-
Biosphere Programme, which encouraged 
interdisciplinary research from an Earth system 
science perspective. In this way, Gaïa does not 
have a monopoly on the relationship between 
the biological and the environmental, nor on the 
perspective that combines complexity and anti-
reductionism. Dutreuil succeeds in showing that 
Gaïa is not an isolated and eccentric project, while 
at the same time highlighting its specificity, which 
explains its ambiguous treatment within the 
scientific community. For Dutreuil, it is not simply 
a research programme, but a compositionist and 
vitalist philosophy of nature.

In Gaïa being approached from this perspec-
tive, life is an entity in itself, without functional 
integrations but with internal differentiations. 
These differentiations are the organisms (p. 277). 
Dutreuil calls this ontology ‘vitalist’ in a specific 
sense. Life on Earth is the central entity, with an 
influence that extends far beyond the material 
boundaries of the cells: for the author, the atmos-
phere is a vital extension of organisms (p. 322). In 
the same time, he adopts Latour’s (2017) notion 
of ‘compositionism’, that is, connectivity without 
holism, where the entity is composed piece by 
piece, loops after loops. Life is thus an associa-

tion of properties and processes rather than a 
presumed big whole. For Dutreuil, these charac-
teristics of Gaïa explain its spread beyond scien-
tific circles, but also its reluctance to be named 
in scientific publications. The author shows us 
that Gaïa’s approach to the world is the result of 
a mixture of science, philosophy and politics (in 
terms of Gaïa’s cultural and militant appropriation 
and Lovelock’s public positions). This is as much 
part of its richness as it is part of its academic 
contestation – frontal in the case of controversy, 
more discreet in the case of invisibilisation, i.e. 
the use of Gaïan concepts without quoting them 
explicitly. 

Despite its value, two critical comments can 
be made about the book. First, the reader may 
question Dutreuil’s position in this issue. On the 
one hand, Dutreuil has begun his career in the 
field of Earth sciences (Dutreuil et al., 2009). On 
the other hand, he has worked with Lenton, one 
of Lovelock’s two doctoral students (Lenton et 
al., 2020), as well as Latour, who has played a role 
in the contemporary popularisation of the Gaïa 
theme (Latour, 2017; Latour and Porter, 2017). 
All this background undoubtedly contributes to 
his analysis of Gaïa, and a reader coming from 
sociology may then resent the limited explicit self-
analysis. Second, following a Latourian tropism, 
the analysis of the book follows Gaïa more in its 
epistemological and ontological implications 
rather than the researchers’ social positions. Apart 
from the figure of Lovelock, researchers are seen 
primarily in terms of their scientific output and 
less in terms of their power relations, their social 
properties, and their day-to-day interactions. It 
is however possible to argue that the profession 
of researcher is also characterised by knowledge, 
skills, experience and a symbolic economy char-
acterised by hierarchies, between disciplines, 
between networks and between peers (Bourdieu, 
1997). Their professional autonomy is supported 
by the display of peer control and limited to a 
given field (research). As a result, Gaïa’s interdisci-
plinarity and politicisation can put the researchers’ 
habitus under pressure, but this subject is rarely 
addressed in this book. 
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In Science on a Mission, Naomi Oreskes asks the 
seemingly simple question of how military fund-
ing has shaped what we do and don’t know 
about the oceans and introduces us to the world 
of oceanography. In the first third of the twenti-
eth century, one very rarely got on huge ships to 
cross new seas, struggle with ice monsters and 
nightmares, and discover new continents. In the 
United States, most have paddled out of Califor-
nia ports in small boats to take water samples, and 
collected plants and fish for later lab-tests. Few 
undertook this either, as there were only a few 
major institutes that dealt with the world of the 
oceans, and retirement jobs did not exist in these 
at first; salaries were low, and the outlook was, to 
put it mildly, bleak.

During World War II, as the Germans became 
successful at sea and underwater, oceanog-
raphy became more and more interesting to the 
infamous Navy of the United States. Biologists, 
physicists, and mathematicians who previously 
had an unquestionable pedigree of spending 
most of their time in small boats and within four 
walls were now approached by military officers. 
The Navy promised money and bigger boats, 
and everyone saw that the military industry had 
inexhaustible resources. A promise made is a debt 
unpaid – and the army kept its word. As Oreskes 
explains (especially in chapters 2-3), leading 
institutions in American oceanography, such as 
Scripps and Woods Hole, all enjoyed the unbreak-

able flow of money, though internal resistance did 
raise its head from time to time.

The Navy promised a variety of goods: stable 
jobs, more staff and time for research because of 
the better conditions, advanced technology, and 
social esteem; all in all, wider access to the oceans. 
Demand and supply had come together in the free 
market: the Navy wanted knowledge and informa-
tion, and the oceanographers needed money and 
resources for their research. Oreskes grabs the 
readers’ hand on the first page, and then guides 
them through the intricate world of science and 
the military industry. Each chapter is based on a 
chronological case study from the 1930s to the 
1970s. In these few decades, American ocean-
ography evolved from the underfunded, local 
research of some determined scientists into an 
international, state-funded science enterprise 
with a well-developed infrastructure. Scientists 
have enriched our knowledge with a wealth of 
new results and information, and a significant 
portion of this has been tied to the use of tech-
nological tools and accesses that were essential to 
the Navy.

When leading oceanographers look back at the 
history of their discipline after many decades, they 
tend to deny, or at least undermine, the Navy’s 
role and effect on their research. Oreskes points 
out, however, that although scientists were free to 
research many problems, they always had to meet 
the expectations of the military first. This is why, 
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for example, a novel deep-sea research submarine 
called Alvin served military purposes in the 1960s 
for many years, and it took a long time and several 
attempts to be able to spend military money 
on basic scientific research (chapter 6). Oreskes 
cites several similar examples of how the military 
industry has limited science along the “need-to-
know” principle (p. 106 ff.): many results have been 
encrypted and not made available to colleagues, 
so numerous research projects have been wasted 
or delayed for decades.

Occasionally, the simple disinterest of the 
Navy made certain topics disappear altogether, 
and thus changed the course of research. Such 
was the case with climate change. While some 
oceanographers recognized the role of the oceans 
in climate change as early as the mid-1950s 
and 1960s, the Navy was not particularly inter-
ested, and the money continued to be spent on 
researching and exploring radars, submarines, 
and deep-sea communication channels. By the 
time the oceanographers were able to breathe 
a little fresh air and detach themselves from the 
Navy, they had only managed to join the climate 
research community somewhat lately. Something 
similar happened with regard to fishes: at first the 
Navy was not interested, and when the fauna of 
the seas had shown its importance for climate, 
oceanographers were late once again. As Oreskes 
presents the story overall, it seems that without 
the money of the Navy, oceanography would have 
plunged into a crisis; it got the money in the end, 
but it was not a free lunch.

Science is always funded, and oceanography 
is no exception. Earlier it was often paid for by 
inherited money, later from public offerings or 
by the private sector, then the Navy arrived as a 
military actor. The question is not, says Oreskes, 
who will fund the science, but how it will be 
funded, what they expect in return, and how 
honestly one can talk about these issues. And to 
talk about it, we need to see our subject more 
clearly, that is, as science embedded in social 
processes. After World War II, for example, many 
were happy to join oceanography precisely 
because they conceived it as a way of contrib-
uting to the Cold War; they could take up the fight 
against communism, protect their homeland, and 
thus they were more interested in the operation 

of radars in a submarine than in going out in small 
boats for seaweed. During this period, the funding 
of research by the Navy was not identified as a 
problematic external influence. For this reason, 
it has not even occurred to many that there are 
other issues or different approaches than those 
proposed by the Navy in the decades following 
the World War: researchers had already been 
socialized in this. This is a very exciting take on the 
internal/external influences debate by Oreskes; 
according to the debate – that goes back most 
prominently to Robert K. Merton, Imre Lakatos, 
and many sociologists of science from the 1970s 
and 1980s – there are factors in the development 
of a field/theory/discipline that are internal to its 
cognitive aims and goals, and there are issues and 
factors that are external to its cognitive business. 
The former often refers to the logic of justification, 
while external issues include politics, morality, and 
societal concerns that are deemed irrelevant (thus 
external) to the truth-seeking business of science. 
According to Oreskes, however, “military concerns 
were naturalized, so the extrinsically motivated 
became the intrinsically interesting” (p. 502), and 
thus the external-internal take is getting demol-
ished – a conclusion often anticipated or well-
supported by STS scholars.

Of course, we can ask the counterfactual 
question (as Oreskes points out): what would have 
happened if the Navy were to leave oceanography 
alone, if oceanography could have followed its 
own path, free from the military industry after the 
1930s? But this counterfactual question already 
assumes that science has an essence, a necessary 
course that has been overshadowed by the Navy. 
Oreskes denies the existence of such an essence; 
science is what it is, by its own cultivating practice 
over time. This is what oceanography was, it had 
to cook from these ingredients. Finally, someone 
has presented the menu in detail, and if you have 
the patience and time to eat yourself through the 
starter and the various main courses, you earn the 
dessert of finding out that although money may 
be dirty sometimes (with a lot of insight on how 
dirty is it), we can still talk about it honestly.

I highly recommend this book to all those who 
are interested in the philosophy and history of a 
special science. Our perspective and appreciation 
of science will be highly widened by entering the 
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field of oceans. Oreskes made a huge service to 
the profession by going over all the details and 
events. This is one of the strengths, and one of 
the weaknesses of the book as well. It is unbear-
ably long, five hundred pages with an extra two 
hundred pages of notes. It is literally too heavy 

to pick up and start reading every day. However, 
especially as oceanography is not the typical 
choice for philosophers and historians of science 
as an interest, this book deserves our time and 
engagement.



 

Science &
Technology Studies

Volume 37, Issue 3, 2024

Articles
Gender Segregation in the Borderlands of E-Science 

Öznur Karakaş & Gabriele Griffin

Back to the Present of Automated Mobility: A Typology of 
Everyday Use of Driving Assistance Systems

Gisle Solbu, Tomas Moe Skjølsvold & Marianne Ryghaug

Ethical Plateaus in Danish Child Protection Services:
The Rise and Demise of Algorithmic Models

Helene Friis Ratner & Ida Schrøder

Discussion paper
Pepper as Imposter 

Ericka Johnson

Book reviews
Dutreuil Sébastien (2024) Gaïa, terre vivante

Jérémy Rollin

Oreskes Naomi (2021) Science on a Mission: How Military Funding 
Shaped What We Do and Don’t Know about the Ocean

Adam Tamas Tuboly

2

25

44

62

71

74


