
14/2019



Science & Technology Studies
ISSN  2243-4690

Co-ordinating editor
Salla Sariola (University of Oxford, UK; University of Helsinki, Finland)

Editors 
Torben Elgaard Jensen (Aalborg University at Copenhagen, Denmark)
Sampsa Hyysalo (Aalto University, Finland)
Jörg Niewöhner (Humboldt-Universität zu Berlin, Germany) 
Franc Mali (University of Ljubljana, Slovenia)
Alexandre Mallard (Ecole des Mines ParisTech, France)
Martina Merz (Alpen-Adria-Universität Klagenfurt, Austria)
Vincenzo Pavone (Spanish National Research Council, Spain)
Sarah de Rijcke (Leiden University, Netherlands)
Antti Silvast (University of Edinburgh, UK)
Estrid Sørensen (Ruhr-Universitat Bochum, Germany) 
Helen Verran (Charles Darwin University, Australia) 
Brit Ross Winthereik (IT University of Copenhagen, Denmark)

Assistant editor
Heta Tarkkala  (University of Helsinki, Finland)

Editorial board
Nik Brown (University of York, UK)
Miquel Domenech (Universitat Autonoma de Barcelona, Spain)
Aant Elzinga (University of Gothenburg, Sweden)
Steve Fuller (University of Warwick, UK)
Marja Häyrinen-Alastalo (University of Helsinki, Finland)
Merle Jacob (Lund University, Sweden)
Jaime Jiménez (Universidad Nacional Autonoma de Mexico)
Julie Thompson Klein (Wayne State University, USA)
Tarja Knuuttila (University of South Carolina, USA)
Shantha Liyange (University of Technology Sydney, Australia)
Roy MacLeod (University of Sydney, Australia) 
Reijo Miettinen (University of Helsinki, Finland)
Mika Nieminen (VTT Technical Research Centre of Finland, Finland)
Ismael Rafols (Ingenio (CSIC-UPV), Universitat Politècnica de València, Spain) 
Arie Rip (University of Twente, The Netherlands)
Nils Roll-Hansen (University of Oslo, Norway)
Czarina Saloma-Akpedonu (Ateneo de Manila University, Philippines)
Londa Schiebinger (Stanford University, USA)
Matti Sintonen (University of Helsinki, Finland)
Fred Stewart (Westminster University, United Kingdom)
Juha Tuunainen (University of Oulu, Finland)
Dominique Vinck (University of Lausanne, Switzerland)
Robin Williams (University of Edinburgh, UK)
Teun Zuiderent-Jerak (Linköping University, Sweden)

Subscriptions 

Subscriptions and enquiries about back issues should be addressed to:

Email: johanna.hokka@uta.fi

The subscription rates (2019) for access to the electronic journal is 40 euros for individual subscribers 
and 100 euros for institutional subscribers.

Copyright
Copyright holders of material published in this journal are the respective contributors and the Finnish Society for Science and Technology 
Studies. For permission to reproduce material from Science Studies, apply to the assistant editor.



Science & Technology Studies
Volume 32, Issue 4, 2019

Editorial 
Stefan C. Aykut, David Demortain & Bilel Benbouzid

The Politics of Anticipatory Expertise: Plurality and Contestation of Futures Knowledge 
in Governance — Introduction to the Special Issue .............................................................................. 2

Articles
Stefan C. Aykut

Reassembling Energy Policy: 
Models, Forecasts, and Policy Change in Germany and France ...................................................... 13

Béatrice Cointe, Christophe Cassen & Alain Nadaï 

Organising Policy-Relevant Knowledge for Climate Action: 
Integrated Assessment Modelling, the IPCC, and the Emergence of 
a Collective Expertise on Socioeconomic Emission Scenarios ........................................................ 36

Lise Cornilleau

Magicians at Work: Modelers as Institutional Entrepreneurs in the Global Governance 
of Agriculture and Food Security .............................................................................................................. 58

Antoine Dolez, Céline Granjou & Séverine Louvel

On the Plurality of Environmental Regimes of Anticipation: 
Insights from Forest Science and Management ................................................................................... 78

Sophie Haines 

Reckoning Resources: Political Lives of Anticipation in Belize’s Water Sector ........................... 97

Bilel Benbouzid

Values and Consequences in Predictive Machine Evaluation. 
A Sociology of Predictive Policing ..........................................................................................................  119

Henri Boullier, David Demortain & Maurice Zeeman 

Inventing Prediction for Regulation: 
The Development of (Quantitative) Structure-Activity Relationships for 
the Assessment of Chemicals at the US Environmental Protection Agency ............................ 137

Brice Laurent & François Thoreau

Situated Expert Judgment: 
QSAR Models and Transparency in the European Regulation of Chemicals ............................ 158

Book reviews
Veera Kinnunen & Jarno Valkonen

Laura Watts (2018) Energy at the End of the World. An Orkney Islands Saga. 
Cambridge and London: The MIT Press.  ...............................................................................................175

Irene Blanco Fuente

Ericka Johnson (2017) Gendering Drugs. Feminists Studies of Pharmaceuticals. 
Cham: Palgrave Macmillan. .........................................................................................................................178

Visit our web-site at

www.sciencetechnologystudies.org



2

The Politics of Anticipatory Expertise: Plurality and 
Contestation of Futures Knowledge in Governance 
— Introduction to the Special Issue1

Stefan C. Aykut
Universität Hamburg, Faculty WISO, Germany/ stefan.aykut@uni-hamburg.de

David Demortain
INRA, Laboratoire Interdisciplinaire Sciences Innovations Sociétés (LISIS), France

Bilel Benbouzid
UPEM, Laboratoire Interdisciplinaire Sciences Innovations Sociétés (LISIS), France

The future is, as Arjun Appadurai (2013) puts it, a 
“cultural fact”. Anticipatory practices – prophe-
cies, utopias, predictions, forecasts, or scenarios 
– fulfil important societal functions in pre-mod-
ern and modern societies alike (Mannheim, 1991; 
Koselleck, 1985). They provide orientation in social 
interactions (Luhmann, 1997), shape expecta-
tions in market transactions (Merton, 1948; Beck-
ert, 2013) and technology development (Borup 
et al., 2006), and constitute key resources for 
social organisation (Krämer and Wenzel, 2018) 
and political power (Scott, 1998; Mitchell, 2006; 
Ezrahi, 2012). Since World War II, such practices 
have undergone a process of scientisation and pro-
fessionalisation. Formalised approaches draw on 
cybernetics, cognitive and behavioural sciences, 
gaming and econometrics, as well as techniques 
of computational modelling and simulation. They 
were forged in Cold War think tanks such as the 
US RAND Corporation (Andersson, 2012) and the 
International Institute for Applied Systems Analy-
sis (IIASA) in Laxenburg, Austria (Rindzevičiūtė, 
2016), as well as in Soviet, Dutch and French plan-

ning circles (Desrosières, 1999; Andersson and 
Rindzevičiūtė, 2015). New impetus for the devel-
opment of such techniques came in the 1970s, as 
growing concerns about industrial, environmen-
tal, and health risks prompted policymakers and 
governance bodies to evaluate the long-term con-
sequences of their decisions (Buttel et al., 1990; 
Dahan, 2007; Seefried, 2015). Anticipatory knowl-
edge practices turn ‘the future’ into an object 
of scientific enquiry and political intervention, 
hence giving shape to novel forms of “anticipa-
tory governance” (Guston, 2014; Anderson, 2010). 
By producing information about what has not yet 
happened (and may indeed never happen), they 
reduce social complexity and constitute problems 
for acting in the present (Mallard and Lakoff, 2011). 
In doing so, however, they also reduce the inher-
ent openness of the future, and risk closing down 
the “horizon of the possible for social and political 
creation” (Schulz, 2015: 132). 

In sum, anticipatory expertise has become 
an indispensable core ingredient of contempo-
rary attempts to govern complex problems and 
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exhibits features of an institutionalised regula-
tory science (Demortain, 2017). These include the 
standardisation of dominant knowledge practices 
and the emergence of professional cadres of 
experts forming a part of, or entertaining close 
ties to, the state apparatus. At the same time, it 
has also become a field of contention, wherein a 
variety of technologies of knowledge produc-
tion, social groups, and visions of the future 
coexist and compete. Indeed, the production of 
predictions and forecasts for public policy is not 
only an epistemic endeavour, but also an intrinsi-
cally contested and political activity. Its internal 
diversity – most policy environments count a 
variety of available technologies for producing 
anticipatory expertise – tends to reflect the politics 
and power contests of the corresponding worlds 
of policy formulation and implementation. As a 
result, the landscape of anticipation-for-policy 
is rapidly evolving. Profound changes affect the 
production and validation of knowledge, as well 
as its use in policy environments. The diversity of 
actors, sites and knowledge practices involved in 
anticipatory expertise is increasing.

Hence, while the study of anticipatory 
knowledge practices is hardly a new theme in 
science and technology studies, we see the need 
to take stock of these new developments. We 
also believe that such an endeavour necessitates 
to extend the scope of existing STS research. 
Previous studies have mostly concentrated on 
isolated and/or dominant knowledge practices, 
without paying much attention to the dynamic 
interplay or competition between different forms 
of anticipatory knowledge and their relation to the 
policy process. The special issue therefore builds 
on ongoing scholarly discussions about anticipa-
tory knowledge and its ‘performativity’, to take a 
fresh look at the politics of anticipatory expertise. 
It also goes beyond the political science literature, 
which has investigated the role of forecasts and 
predictions in the political struggles and framing 
contests that accompany policy formulation (e.g. 
Baumgartner and Midttun, 1987; Grunwald, 2009), 
while showing only limited interest in unpacking 
the social dynamics underlying model construc-
tion, or the validation practices that found the 
credibility claims of anticipatory knowledge. 
Various new developments in the interstitial space 

between these two, scarcely intersecting strands 
of literature thus remain unattended, which this 
introduction and the contributions comprising 
the special issue offer to identify and explore.

The performativity agenda
Scholars have thoroughly investigated how the 
growing reliance on model-based simulations 
and predictions has reshaped entire scientific dis-
ciplines (Morgan and Morrison, 1999) and fields 
of technological innovation (Van Lente and Rip, 
1998). A highly influential way to capture this rise 
of anticipatory practices has been through the 
notion of performativity in economic sociology 
(Callon, 1998; Mackenzie, 2004). Following Mac-
kenzie (2006: 250), a broad, generic sense of the 
notion simply points to the fact that numerical 
models and other artefacts created by economists 
are taken up in economic practice. In a stronger 
sense, they materially ‘equip’ economic transac-
tions and ‘format’ the ways in which such markets 
function. To be performative, future knowledge 
travels through socio-technical “arrangements 
of prediction” (Schubert, 2015) – instruments, 
infrastructure, and shared practices – which 
bring together social actors and redefine their 
preferences. The performativity argument has 
be extended to the making of economic pol-
icy. Braun (2014: 51) argues that models are key 
ingredients of “governability paradigms”, which 
stabilise “when a sufficiently large part of the 
macroeconomic discipline is in agreement over 
the causal relationships between instrument and 
target variables, as well as over the way in which 
the former should be used by policymakers.” Mac-
roeconomic models have also been found to play 
key roles in policy change (Henriksen, 2013; Ange-
letti, 2011): as new models come to be embedded 
in policy circles and administrative practice, they 
contribute to wider transformations in the ways in 
which problems are identified and discussed, and 
solutions designed and implemented. 

Other policy domains and model-based 
sciences are similarly concerned by these devel-
opments. In an early study on IIASA’s first global 
energy forecast, (Wynne, 1984: 277) argues that 
this predictive exercise was highly consequen-
tial for policy formulation, as it delimited “what 
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policies are even conceivable”. The complex 
formalism of the underlying energy model tacitly 
embeds, and thereby reproduces, the worldviews 
and normative assumptions of its architects, 
imbuing them with an aura of scientific objectivity. 
Similarly, climate change forecasts simultaneously 
define through which mechanisms climate risks 
occur, what and who is at risk, and which adapta-
tion policies might be appropriate (Jasanoff, 2010). 
Kieken (2004) goes one step further in a study on 
integrated assessment models (IAMs) – a type of 
model widely used in climate policy assessments. 
He holds that it would be wrong to depict IAMs as 
primarily scientific objects. Much to the contrary, 
exerting political influence is a constitutive 
goal of the IAM community and a fundamental 
ambition of IAM modellers (see also Cointe et al., 
in this issue). Following on this, Beck and Mahony 
(2017) show that the projections produced by 
such models even bring into being new political 
objects – such as ‘negative emission technologies’ 
– and argue that the resulting “politics of anticipa-
tion” pose challenges to common conceptions of 
scientific neutrality.

Another way in which models ‘perform’ is by 
coordinating the various social worlds impli-
cated in policymaking. Models and their produc-
tions function as boundary objects that structure 
collaboration between academic communities 
(Edwards, 2010), and between experts and poli-
ticians (van der Sluijs et al., 1998; van Egmond 
and Zeiss, 2010). The MARKAL energy model, for 
instance, has been found “to perform different 
roles for different groups”, a capacity which “has 
served to embed and institutionalise the model 
in the energy policy community” (Taylor et al., 
2014: 32). While this has assured the model a 
rare longevity in administrative practice, over 
the years its technological focus has also rein-
forced an existing bias toward technical solutions 
in energy and climate policy. Modelling of envi-
ronmental hazards is another case in point. It is 
practiced by specialised consultants who have 
established privileged relationships with policy 
managers. In a study on flooding risks, Catharina 
Landström and colleagues show that even though 
modelling practices are rarely subject to academic 
peer review, modellers tacitly “define what 
society needs to know about flooding in order to 

undertake risk management that is considered 
satisfactory” (Landström et al., 2011: 18,19).

Pluralizing performativity
The emergence of complex, socio-material 
“machineries” of anticipation (Nelson et al., 2008: 
549) has wide-ranging consequences for poli-
cymaking. As it confers political influence to the 
expert communities that control the ‘means of 
anticipation’ – so to speak – the literature has 
also embraced normative considerations. Model-
based forecasts have been criticised for depo-
liticising policymaking and public debate (Voß, 
2013), silencing the voices of lay publics and local 
populations (Miller, 2004; Mahajan, 2008) and 
restricting the expression of alternative imaginar-
ies of the future (Jasanoff, 2010). When techno-
scientific or catastrophic future visions “colonise” 
or “abduct” the present (Adams et al., 2009: 255; 
Kaiser, 2015), they contribute to processes of “de-
futurisation” (Luhmann, 1990). This raises impor-
tant questions pertaining to the accountability of 
modellers, and to possible ways of ‘democratis-
ing’ anticipatory expertise by associating wider 
publics in modelling or scenario building. It also 
points to the need to gain a better understanding 
of the diversity of ways of forging futures in policy 
the variety of actors involved. 

No longer the monopoly of a few academic 
or state institutions, quantified future visions are 
produced within broader networks spanning 
public agencies and global governance bodies, 
scientific institutes and think tanks, as well as 
firms and civil society organisations (Voß et al., 
2006; Guston, 2014). Policy intermediaries and 
knowledge brokers invest in anticipatory practices 
to sustain their role in changing policy environ-
ments, while transnational organisations and 
governance bodies play key roles in processes of 
model evaluation, validation and standardisation. 
Anticipatory knowledge production hence spans 
a variety of institutional loci at local, national and 
transnational scales. This geographic and spatial 
diversity in turn imposes differentiated require-
ments on the design and scope of model architec-
tures. In addition, sharp increases in computing 
power and data availability have renewed existing 
knowledge practices, and led to the emergence 

Science & Technology Studies 32(4)



5

practices, what explains the success of some tech-
niques and the failure of others? And how do such 
epistemic conflicts shape knowledge production 
in the first place? 

The contributions to 
the special issue
To develop a differentiated take on contemporary 
transformations affecting anticipatory expertise, 
the articles assembled here span a variety of gov-
ernance scales (local, national, global), countries 
(the US and the European Union, France, Ger-
many and Belize) and policy domains (energy, cli-
mate, agriculture and food policy, risk regulation, 
forest and water management, policing). They 
cover different forms of knowledge production, 
ranging from formalised and computational to 
non-formalised, lay practices of anticipation. The 
authors also approach their objects from differ-
ent theoretical and methodological perspectives, 
combining STS approaches with ethnography, his-
tory, political science, and sociology, while using 
analytical frameworks as diverse as coproduction, 
performativity, and field theory. All papers study 
the dynamics of anticipatory expertise against 
the backdrop of evolution in the correspond-
ing policy field, to better understand how such 
expertise becomes embedded in, and co-consti-
tutes the governance of, complex and contested 
policy issues. As the following summaries cannot 
do justice to the empirical richness and analyti-
cal diversity of these studies, we invite the inter-
ested reader to take a closer look at the articles 
themselves.

Three contributions focus on forecasts and 
scenarios in energy, climate and agriculture 
governance. Stefan Aykut provides a historical 
study on German and French energy policy, 
which links evolutions in energy modelling to key 
moments of policy change. Energy policy is envi-
sioned as a field populated by competing “predic-
tive policy assemblages” made up of discourses, 
human agents, knowledge practices and material 
artefacts. Dynamics of model development 
therefore tend to reflect wider political struggles: 
in the post-war decades, energy models helped 
constitute ‘energy policy’ as an autonomous policy 
domain structured around a specific representa-

of new ones. Classical quantitative models based 
on the law of large numbers and the associated 
notions of norms and means (Desrosières, 2000) 
now compete with machine-learning based tech-
niques in which the model is no longer an input 
into the calculation, but an output (Cardon, 2015), 
as they proceed by testing all possible correla-
tions between an ever-increasing number of 
features. As a result, predictions, forecasts and 
scenarios in many policy domains now form 
“ecologies” or “assortments of futures” (Michael, 
2017) among which policy actors, stakeholders 
and activist groups can choose and within which 
they must navigate. Moreover, as the diversity of 
actors, instruments and governance scales in poli-
cymaking increases, modelling techniques tend 
to vary in form and content depending on the 
political context of knowledge production, and on 
the demonstrations that those who use models 
and their outputs are interested in making. 

By contrast, the theme of performativity has 
typically been applied to situations character-
ised either by the existence of one dominant 
knowledge practice, or by a privileged relation-
ship between a producer of anticipatory expertise 
and a (political) centre of decision-making – often 
the state (e.g. Nelson et al., 2008). We therefore 
feel the need to enrich the focus on performa-
tivity through a political sociology lens, which 
pays closer attention to conflicts and power 
asymmetries in knowledge production, as well as 
normalisation and regulation activities by public 
agencies and private actors (Frickel and Moore, 
2006; Bonneuil and Joly, 2013). The political 
sociology of anticipatory expertise that we defend 
approaches predictions, forecasts and scenarios 
as one of the many ‘currencies’ mobilised by 
competing actor groups seeking to bear on the 
governance of public problems. As with other 
forms of policy-relevant knowledge, the social 
dynamics of modelling fields therefore reflect the 
politics of policymaking, the variety of intentions 
and actors involved, the power struggles among 
them, and wider shifts in policy frames. How 
do performance contests, so to speak, play out? 
How do various forms of anticipatory expertise 
co-construct or exclude each other in policy-
making and governance? Amongst a diversity 
of anticipatory instruments and knowledge 
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tion of the energy system and of available policy 
options. This changed in the 1970s, when activist 
groups ‘equipped’ with new modelling techniques 
proposed alternative future-visions and political 
ontologies, which enabled new forms of political 
intervention. The article concludes by speci-
fying a series of conditions under which changes 
in knowledge practices can be expected to 
contribute to wider policy change. Béatrice Cointe, 
Christophe Cassen and Alain Nadai examine how 
IAMs became over the past decades the main tool 
for producing emissions scenarios for the Inter-
governmental Panel on Climate Change (IPCC). 
IAMs represent interactions among environ-
mental, technological and human systems in a 
single integrated framework. The authors retrace 
the structuration of the modelling community 
around both a common normative commitment 
to produce ‘policy-relevant’ knowledge, and 
of a shared ’repertoire’ of organisational tech-
niques and knowledge infrastructures, such as 
the creation of a research consortium, common 
scenario databases, and model intercomparison 
projects. This, they argue, created a wider conver-
gence of research practices and agendas among 
scientists involved in climate expertise. It also 
anchored this nascent modelling technique and 
the corresponding epistemic community in global 
climate governance. Lise Cornilleau’s contribu-
tion shows that similar dynamics are at work in 
global agriculture and food security governance. 
Drawing on neo-institutionalist and Bourdieusian 
field theory, she examines the processes through 
which certain knowledge practices come to be 
considered as more legitimate than others in 
policy contexts. Empirically, the paper centres on 
the competition between two distinct modelling 
communities. It narrates how the architects of 
a new model-type attempted to gain a better 
position in global expertise by emulating central 
features of the dominant modelling approach. 
The study demonstrates that modellers act as 
‘institutional entrepreneurs’, actively creating and 
maintaining structural homologies between fields 
of expertise and governance. Echoing Cointe et 
al.’s central argument, Cornilleau contends that 
dominant modellers strategically used intercom-
parison exercises to maintain the high ground 
in policy advice, by setting implicit standards for 

modelling techniques that suit the incumbent 
expert community.

Two articles look into the prediction and 
management of environmental resources. Antoine 
Dolez, Céline Granjou and Séverine Louvel inves-
tigate forest science and management in France. 
Anticipatory expertise in this domain does not 
form a monolithic whole, as well-established 
practices of knowing and governing forest 
development coexist alongside newer ones 
that emerged in the context of climate change 
debates. The authors identify three “micro-regimes 
of anticipation”: the adaptation of forestry to 
future climates; the prediction of tree biology; and 
the monitoring of forests as indicators of climate 
change. This diversity, they contend, both reflects 
the impact of the “big future” of climate change 
on knowledge production, while also pointing to 
wider changes in forest management, as different 
expert communities tend to maintain privi-
leged relations with policy actors. Mapping such 
regimes helps understand the evolution, interac-
tion and hybridisation of knowledge practices, as 
well as the conflicting politics of environmental 
anticipation. Sophie Haines offers an ethno-
graphic study of anticipatory water management 
in Belize. Alongside formalised predictions based 
on statistics and modelling, she foregrounds the 
ways in which scientists, practitioners and policy-
makers navigate water futures through relational 
“reckoning” work. Necessary to “mak[e] measures 
and measurement meaningful”, such work rests 
on a scientific ambition to know and predict, 
and on artefacts like datasets, models, and maps. 
However, it is also embedded in a complex web 
of social relations, which are shaped by political 
and economic struggles, and are thus affective, 
situated, and experiential. Haines argues that the 
indeterminacies surrounding data and its interpre-
tation, as well as the political use of predictions, 
frequently lead to frictions, disorientation, and 
discontent. This material, social, and emotional 
context shapes what she calls the “political lives of 
anticipation”. Anticipatory governance, the article 
demonstrates, has as much to do with scientific 
knowledge, as with situated practices of coping 
with non-knowledge and uncertainty.

The three final papers consider predictive 
modelling in risk regulation and security interven-

Science & Technology Studies 32(4)
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tions. Bilel Benbouzid focuses on a commercially 
successful software package for predicting crime, 
PredPol. He analyses the construction and dissem-
ination of the PredPol algorithm against the 
backdrop of other predictive technologies that 
motivated and inspired its development: statistical 
systems for identifying crime ‘hotspots’, and algo-
rithms used by geologists to predict earthquakes 
and seismic aftershocks. By opening the black box 
of PredPol’s mathematical composition – partially, 
as the algorithm is not public – Benbouzid shows 
how it embeds specific normative assumptions 
and policy frames. PredPol aims to ‘optimise’ police 
work, which makes it compatible with neo-mana-
gerial cost reduction efforts. In addition, PredPol’s 
way of predicting crime independently of any 
consideration of the underlying social dynamics 
obfuscates the social causes that drive criminal 
behaviour. Henri Boullier, David Demortain, and 
Maurice Zeeman zoom in on modelling practices 
at the U.S. Environmental Protection Agency (EPA). 
The EPA has in recent decades become the site of 
the formalisation of a new practice of chemical 
hazards’ prediction, derived from the modelling of 
statistical relationships between chemical struc-
tures and their biological activity. This might seem 
surprising, as the agency operates in a highly 
constrained epistemic environment: legal frame-
works combine with organisational cultures to 
define the kind of knowledge that is routinely 
used, and limit the ability to embrace other types 
of information. The study examines against this 
backdrop how the EPA succeeded in turning highly 
uncertain and experimental modelling techniques 
into credible regulatory knowledge. It also shows 
that while this so-called SAR technique has come 
to occupy a central position in chemical’s regu-
lation, it does not predetermine risk regulation. 
Instead, modelling articulates with other ways 
of establishing chemical risks, such as empirical 
experiments. Brice Laurent and François Thoreau 
further explore chemical hazards modelling, this 
time in the European context. They also find that 
modelling of structure-agency relations does not 
replace expert judgment. It requires large doses of 
human intervention, for instance to determine the 
chemical substance to be modelled in each new 
case, or to correct problems of over- or under-
fitting with external data through parameterisa-

Aykut et al.

tions. It therefore constitutes more than a simple 
mechanical tool, and tends to resists standardisa-
tion. Laurent and Thoreau argue that this feature 
of chemical hazards’ modelling does not easily fit 
with the ideal of “mechanical objectivity” (Porter, 
1995) that structures the European Union’s risk 
governance. They also highlight that model-based 
regulation of chemicals poses critical questions of 
transparency, as it institutes power asymmetries 
between model developers in private companies 
interested in avoiding public scrutiny of their 
knowledge practices, and experts in the regula-
tory agencies in charge of assessing the models. 

Unpacking the politics of 
anticipatory expertise
Despite the plurality of objects and approaches, 
a series of common themes and insights emerges 
from the articles. First, model-based predictions 
form part of, and are embedded in, a larger set of 
anticipatory practices that inform contemporary 
policymaking. The papers show that anticipatory 
expertise cannot be reduced to quantified predic-
tions, nor to a single epistemic culture. It comprises 
various knowledge practices, tools, and organisa-
tions. New modelling techniques are commonly 
related to, contested by, and constructed against 
other models and claims about the future. Instead 
of replacing established (lay or expert) practices of 
anticipation, they complement them by address-
ing new questions, or produce ‘frictions’ when 
they challenge socially entrenched practices of 
anticipation. They also require new forms of judg-
ment and human intervention, to calibrate them, 
contextualise their knowledge claims, and inter-
pret their results. 

Second, anticipatory expertise intervenes in 
all phases of the policy process. Modellers are 
consistent actors in policymaking, not occasional 
advisers brought into the process upon request by 
policymakers. This is not to say that anticipatory 
knowledge determines policymaking. Neither 
on top nor “on tap”  –  to paraphrase Winston 
Churchill – for policymakers, anticipation experts 
actively participate in policy formulation. Their 
tools, judgements and simulations are among 
the information sources and framing devices that 
shape public debates and agenda setting. They 
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are also routinely used in policy implementation, 
for instance to calibrate policy instruments or 
monitor the impact of political measures. 

Third, anticipatory knowledge is produced 
within sociotechnical ‘collectives’ or ‘assem-
blages’. Knowledge about the future is inher-
ently uncertain and thus particularly exposed 
to critique. To become a relevant and lasting 
feature of policymaking, it needs to be validated 
according to collectively held norms of cred-
ibility, through processes involving governmental 
assessment bodies, global standardisation organi-
sations, and intercomparison projects. It also relies 
on ‘infrastructures of anticipation’  –  in Edward’s 
(2010) sense of vast machines of technical 
artefacts, epistemic infrastructures and social insti-
tutions – within which models and their results are 
controlled, compared and interpreted. This in turn 
creates path dependences in terms of knowledge 
practices and expert communities. In most of 
the cases analysed in the special issue, the tools, 
practices, and organisations involved in collecting 
data, constructing models and validating them, 
and producing anticipatory expertise, all have 
long histories.

Fourth, fields of anticipatory expertise are driven 
by struggles for hegemony between different 
knowledge practices and their proponents. 
The dynamics of such competition shape the 
relations between expert collectives and produce 
hierarchies among them. On one extreme, we 
find ‘open markets’ for expertise, in which a 
wide variety of knowledge producers compete 
for public attention and contracts. Here, entry 
barriers tend to be low, and validation and stand-
ardisation processes collectively negotiated. In 
cases where the capacity to produce formalised, 
authoritative knowledge about the future is more 
unevenly distributed, the field of expertise can 
take an ‘oligopolistic’ structure, or, on the other 
extreme, be dominated by a (near-)hegemonic 
knowledge practice.2 In these cases, the diversity 
of knowledge about the future is channelled 
by a general drive toward the standardisation 
of knowledge production, as well as by the fact 
that anticipation is sustained by and embedded 
in material artefacts and technical infrastruc-
tures, which constitute potent entry barriers for 
potential newcomers. Existing sociotechnical 

infrastructures of anticipation restrict competition 
in futures and policy knowledge. 

Fifth, the dynamics of knowledge production 
reflect central features of policymaking in a given 
domain. The papers in this special issue show 
that anticipatory expertise in risk regulation 
(toxicology), strategic planning (energy, climate), 
administrative management (forest, water 
policies) and security interventions (policing) 
takes very different forms, depending on the actor 
configurations and prevalent modes of policy 
intervention at play in public policy. This raises 
interesting questions as to the ways in which 
expert communities and anticipatory practices 
articulate with policymaking and governance, 
and in which predictions, forecasts, and scenarios 
come to be translated into policy-relevant 
knowledge that circulates outside expert commu-
nities to become an integral element of policy-
making.

Lastly, field-specific relations between experts 
and policy actors structure knowledge production 
and uptake. Such “patterns of interaction” (Miller, 
2001) enclose distinct ways of envisioning and 
organising the translation of scientific knowledge 
into policy-relevant expertise. In climate govern-
ance for instance, modelling communities are 
formally incorporated into a larger “governance 
apparatus” (Feldman, 2011) through the mediation 
of technical assessment bodies. In energy policy, 
modellers tend to merge with competing policy 
networks by establishing privileged relationships 
with specific policy actors. This contrasts with 
fields like predictive policing, where relations 
between knowledge producers and users are only 
weakly formalised and more fluid. Such cases tend 
to accommodate a greater variety of knowledge 
practices. As these examples show, intermediary 
organisations of assessment, comparison, and 
standardisation play a critical role in structuring 
and strengthening the science-policy link. Accord-
ingly, such organisations constitute key sites in 
struggles over economic resources and political 
influence. Where they do not exist, knowledge 
users typically struggle to evaluate competing 
predictive techniques, as knowledge producers 
have little interest in disclosing their epistemic 
practices.
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Taken together, the papers in this special 
issue illustrate the productivity of a perspec-
tive that combines STS and political sociology to 
gain a finer-grained understanding of anticipa-
tory expertise in public policy. Such an analytical 
angle, we contend, leads beyond visions of antici-
patory governance either as a process in which 
‘enlightened’ policymakers base their decisions 
on rational assessments of the long-term conse-
quences of different policy options, or as a process 
in which modelling experts and their predictions 

indistinctly ‘depoliticise’ public debate and prede-
termine policymaking. As models, forecasts, and 
algorithms have become a common – and in 
many ways indispensable – feature of contempo-
rary policy debates, we hope that this special issue 
will stimulate further research that jointly analyses 
the politics of anticipatory knowledge production 
and the multiple ways in which such knowledge 
informs, intervenes in, and contributes to shaping 
the governance of public problems.
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Abstract
Forecasts and scenarios calculated by energy system models are ubiquitous in energy debates. They are 
used by a wide range of public and private actors to make investment decisions, identify problems, and 
support or criticise specific forms of political intervention. The article presents an analytical framework 
for studying such entanglements between predictive practices and policy-making. Drawing on work 
in STS and the anthropology of politics, energy policy is conceptualised as a field of contention, 
populated by competing predictive policy assemblages. This concept is applied to a historical study on 
German and French energy policy-making, focusing on two periods. In the post-WWII decades, energy 
forecasts contributed to the structuring of ‘energy policy’ as an autonomous policy domain concerned 
with choosing between different energy supply options. This dominant paradigm was challenged in 
the 1970s and 1980s, when new modelling techniques forged by civil society groups brought energy 
demand and renewable energies to the fore politically and helped structure new political alliances. 
The article concludes by arguing that new ways of ‘assembling’ energy systems in models and forecasts 
can contribute to policy change, if they successfully ‘perform’ energy policy along three dimensions: 
by instituting alternative future-visions; by enabling new forms of political intervention; and by 
contributing to the formation of new ‘predictive policy assemblages’. 

Keywords: modelling, foreknowledge, policy change, performativity, policy assemblage. 

Introduction
In a section entitled “The War of the Models” in 
Adults in the Room, a book on his time in office as 
the Greek finance minister during the European 
debt crisis, Yanis Varoufakis (2017: 603) recalls the 
following situation: 

… whenever I argued that in a struggling economy 
marred by poverty and tax evasion the best way 
to increase the state’s revenues from VAT or from 
corporate tax was to reduce VAT and corporate tax 

rates, the troika would retort that their models 
showed the opposite: only by increasing the rate of 
VAT and corporate tax would tax revenue rise. And 
my country’s Council of Economic Advisers, under 
Georg Chouliarakis, was using the same models to 
produce the same argument in favour of austerity. 
One day, incensed and incredulous, I asked to be 
allowed a glimpse inside the models. I was told that 
such models were complex, the implication being I 
would not understand, but I insisted: in a previous 
life I had been an econometrician, I replied.

Science & Technology Studies 32(4)Article
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This is a telling tale of the role of economic mod-
els in public policy. In a context requiring deci-
sions about complex economic phenomena, 
such models provide political actors with a tool to 
evaluate possible directions of economic change, 
weigh the effects of alternative policy options, 
and legitimise potentially controversial decisions. 
The authority of such models stems from the pro-
fessional prestige of economists and their seem-
ingly objective quantifications, but also from their 
opacity to non-experts, which protects the under-
lying assumptions and worldviews from critique.

Like econometric models in economic policy, 
models and their outputs – forecasts, simulations 
or scenarios – play an increasingly important 
role in a wide range of policy fields (Nelson et 
al., 2008; Guston, 2014). This applies particularly 
to energy policy, where models have been used 
since the post-WW II decades to inform govern-
ments, energy utilities and the public about future 
trends in energy demand and supply, identify 
potentially problematic evolutions, and choose 
between different policy options (Baumgartner 
and Midttun, 1987). And yet, claims to objec-
tivity in foreknowledge are circumscribed by the 
complexity of social processes and a range of 
‘if-then’ assumptions that characterise the model-
world. Consequently, scholarly debates soon 
questioned the ‘knowability’ of the future (Polak, 
1973) and focused instead on the ‘construction’ of 
futures and the wider social and cultural settings 
in which these are embedded (e.g. Andersson and 
Rindzevičiūtė, 2015). 

Some of the more productive current lines of 
research in this direction currently cluster around 
what could be called the ‘performativity paradigm’ 
in economic sociology (Callon, 2007; MacKenzie 
et al., 2007), which holds that the discipline of 
economics, rather than simply describing or repre-
senting economic activity, actively contributes to 
shaping it. This argument echoes longstanding 
sociological debates, on the constitutive nature 
of speech acts (Austin, 1962), the ways in which 
actors’ definitions of a situation alter these very 
situations (Merton, 1948), and the self-validating 
and self-referential nature of social institutions 
(Barnes, 1983). 

The paper attempts to widen the analytical 
scope of the “performativity idiom” (Pickering, 

1995: 5) by connecting it to recent work in political 
anthropology on ’policy assemblages‘ (McCann 
and Ward, 2012). It envisions energy policy-
making as a field populated by different predic-
tive policy assemblages. This new concept points 
to material-semiotic constellations of actors, 
practices, discourses and material artefacts, which 
compete in the enactment of different energy 
futures. Such a perspective ‘re-embeds’ models 
and forecasting practices in their socio-political 
environment, so as to better capture their circu-
lation across social spaces and their involvement 
in administrative practice and policy debates. It 
also displaces the common focus in the performa-
tivity literature on dominant models and theories, 
to take into account alternative approaches. The 
concept hence allows obtaining a more fine-
grained understanding of the conditions under 
which predictive practices indeed ‘perform’ 
successfully.

The first section of the paper develops this 
conceptual framework against the backdrop 
of the existing literature. The second and third 
sections apply the framework on a historical 
comparative study on the role of models and 
predictive practices in German and French 
energy policy. The study covers the period from 
the post-WWII decades to the late 1980s, and 
draws on an extensive document review, archival 
research, and 30 semi-structured interviews with 
energy modellers as well as public and private 
end-users of modelling results.2 The article closes 
with general reflections on the role of predictive 
practices in energy policy-making, and on the 
interplay between evolutions in such practices 
and broader dynamics of policy change.

Performing in a contested 
environment: predictive 
policy assemblages
How does a focus on predictive policy assemblages 
change established ways of studying the role of 
predictive practices in energy policy-making? In 
what follows, I first review the existing literature 
to examine how different authors understand and 
operationalise performativity. I then introduce the 
notion of ‘predictive policy assemblages’ against 
the backdrop of recent critiques of the performa-
tivity paradigm. Lastly, I distinguish different com-

Science & Technology Studies 32(4)
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with such models tend to act very differently than 
‘naked’ agents. The circulation of such models in 
turn draws the contours of peculiar social spaces, 
in which agents are linked not by shared causal 
beliefs (although this may be the case), but by the 
common use of a material-semiotic artefact, the 
numerical model. Here, it is claimed that models 
themselves shape social reality because they form 
part of shared practices of prediction and planning.

This last approach has proved particularly 
fertile in scholarship on the construction of 
markets, including energy markets (Silvast, 
2017). However, a series of recent papers has 
taken a more critical stance towards the new 
paradigm, pointing to conceptual flaws (Mäki, 
2013), theoretical shortcuts (Miller, 2002) and 
empirical problems (Brisset, 2016). While some of 
the critiques arguably only address a “stripped-
down version” of the performativity thesis, which 
holds that markets would materialize more or 
less directly from economic theory (Silvast, 2017), 
others point to more substantial deficiencies. 
Hence, markets are also shaped by wider social 
institutions and political struggles (Cochoy et al., 
2010), which may drive market design in quite 
different directions than economic theories. 
Furthermore, by (rightly) stressing the constitutive 
role of economics, the ‘new economic sociology’ 
may at times have underestimated the internal 
diversity of economic theory, which offers not a 
single reality to be enacted, but many (Henriksen, 
2013). The question of which theory or model 
finally prevails and ‘performs’ reality hence consti-
tutes a research puzzle in its own right.

Predictive policy assemblages
In other words, the performativity paradigm 
appears ill-equipped to properly account for the 
interplay between predictive practices and wider 
social and political dynamics, such as, for instance, 
the contentious politics of policy-making in a field 
like energy policy. Indeed, the bulk of social sci-
ence research on foreknowledge has been dedi-
cated to showing how dominant models and 
predictive practices reproduce dominant world-
views and stabilise social order (e.g. Callon, 1998; 
Mackenzie, 2006), while non-hegemonic models 
and practices have received far less attention. 
Conversely however, historical accounts of major 

ponents of predictive practices in the energy field 
and assess their role in policy-making.

Unpacking performativity: discourses, 
practices and social organisation
As to the question of how exactly predictive prac-
tices affect or ‘perform’ social reality, (at least) 
three broad approaches can be distinguished in 
the literature. 

A first line of reasoning points to the ways in 
which foreknowledge influences the beliefs and 
expectations of political and economic actors 
(Beckert, 2013). Such a view informed one of 
the earliest social science analyses on energy 
modelling, which examined the making of the first 
global energy forecast in the late 1970s (Wynne, 
1984; Thompson, 1984). The authors contend that 
normative assumptions built into model-design 
deeply biased the forecast, which in turn under-
pinned a policy paradigm centred exclusively 
on large-scale energy supply technologies. The 
argument here is that model outputs (forecasts 
and scenarios) influence the discursive context of 
policy-making by reducing the undetermined, 
‘open’ future into an actionable set of ‘plausible’ 
development trajectories.

A second approach foregrounds that the 
production of forecasts and scenarios unfolds 
within organisational networks of state adminis-
trations, energy experts, firms and activists. In an 
early comparative study on energy forecasting 
in different Western countries, Baumgartner and 
Midttun (1987) show that ministerial forecasting 
committees, scenario-building exercises and 
participatory foresight groups constitute specific 
ways of assembling energy policy worlds and may 
either stabilise or, to the contrary, unsettle and 
recompose these networks. Such “social perform-
ativity” (Schubert, 2015) points not to discourses 
and beliefs, but to the ways in which anticipatory 
exercises affect social organisation.

A third school of thought – often labelled the 
‘new economic sociology’ – has shifted the analyt-
ical focus from discourses, expectations and social 
organisation, to ‘sociotechnical arrangements’ and 
the use of material devices in economic practice. 
MacKenzie (2008) for instance shows how the 
Black-Scholes model of option pricing altered the 
functioning of stock markets, as traders equipped 
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shifts in energy policy mostly focus on political 
struggles between powerful actor coalitions (e.g. 
Unruh, 2000; Meadowcroft, 2009) and tend to 
overlook that actors involved in policy-making 
have to justify their decisions and policy prefer-
ences in the light of appropriate foreknowledge. 
Building capacities to produce foreknowledge 
therefore constitutes an important strategy that 
actors employ to advance their respective agen-
das (Chateauraynaud, 2013), and established prac-
tices of energy forecasting have historically been 
challenged by civil society groups, leading to a 
diversification of modelling sites and techniques 
(Aykut, 2015).

This is precisely where a perspective in terms 
of predictive policy assemblages complements 
existing approaches. “Policy assemblages” 
designate constellations of discourses, human 
bodies, social practices and material artefacts, in 
which specific forms of governing are “enacted” 
(McCann and Ward, 2012). This allows models and 
their material supports (computers, programs, 
databases), as well as resources and energy tech-
nologies, to be considered as central parts of wider 
political formations. Additionally, the assemblage 
metaphor draws attention not only to stable and 
formalised ‘coalitions’, but also to more loosely 
coupled ensembles. Their constitution, evolution 
and disappearance can be retraced by looking at 
processes of “translation” (production of equiva-
lence, comparison, representation) and “linking” 
(associations, networks, compositions) between 
heterogeneous elements (DeLanda, 2006). 

Placing predictive policy assemblages at the 
centre of the study of energy policy-making 
hence allows capturing both the central role and 
‘performative’ effects of predictive practices, and 
the ways in which different actor-coalitions use 
models and forecasts in their quest for public 
attention and political influence. Instead of 
focussing on ‘naked’ actors and discourses, or on 
dominant models and their performative effects, 
it foregrounds the emergence and expansion of 
different actor-coalitions ‘equipped’ with their 
respective models and forecasts. By focusing 
on the competition of such assemblages for the 
enactment of distinct energy futures, such a view 
also opens up new perspectives on policy change. 
It allows an examination of the role of predic-

tive practices in the formation, stabilisation, and 
transformation of dominant policy networks and 
paradigms, while also shedding light on the ways 
in which the emergence of new actor coalitions 
and problem framings may trigger innovations 
in model-design. Such innovations can in turn 
enable new forms of political intervention. 

Predictive practices in the energy field
To understand how predictive practices intervene 
in the formation and competition of different 
predictive policy assemblages, we must further 
distinguish between the different components 
of such practices: energy models, databases, sce-
narios, and anticipatory exercises.

Energy (system) models emerged in the 1950s 
in the industrialised world, as the need for heavy 
investments in energy infrastructure drove the 
development of new planning and forecasting 
techniques. Part of a wider trend toward quanti-
fication and scientisation in public policy (Porter, 
1995), such models isolate and ‘represent’ specific 
features of energy systems in stylised fashion, 
thereby constructing a ‘mini-world’ populated 
by a set of ‘components’ which are either endog-
enous (calculated by the model) or exogenous 
(external inputs), and which are related to each 
other in specific ways (e.g., linear or other forms 
of coupling). Since the 1970s, model development 
draws on methods from a wide array of disci-
plines, “including engineering, economics, opera-
tions research and management science” and 
uses different techniques, such as “mathematical 
programming (especially linear programming), 
econometrics and related methods of statistical 
analysis and network analysis” (Hoffman and 
Wood, 1976: 423). Despite this diversity, energy 
models broadly fall into two categories: top-down 
or economic models take an aggregate view and 
highlight the role of prices and markets in driving 
energy demand and supply. Bottom-up, process 
or engineering models stress the specificities of 
energy technologies and the technical deter-
minants of energy demand. Such differences in 
model design have important political implica-
tions, as different model types tend to foreground 
different processes, and enable particular forms of 
political intervention.
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Databases aggregate statistical time-series 
of real-world evolutions of key variables that 
drive energy demand and supply. They serve to 
establish basic relationships between different 
model components – usually a specific coefficient 
or ‘elasticity’ – and to ‘calibrate’ the model-world 
on observations (Edwards, 2010). Data produc-
tion is a highly time-consuming process of assem-
bling (sometimes purchasing), homogenising, and 
standardising heterogeneous information from 
different public and private sources. Databases 
thus form the backbone of energy models, which 
in turn inherit the value-laden categorical defini-
tions of each of the initial datasets (Bowker, 2000). 

Scenarios consist in coherent narratives about 
possible evolutions of the world that are used 
to simulate specific developments. Operational-
ised as quantified hypotheses for the evolution 
of key variables (e.g. GDP or population growth), 
such narratives are applied to the modelled mini-
world. Scenarios broadly fall into three categories: 
forecasts extrapolate the most likely develop-
ments from existing trends; exploratory scenarios 
simulate specific changes or policy interventions; 
and normative scenarios aim to attain a specific 
policy objective. The term is ambiguous, as it also 
applies to the output of such model-simulations. 
In both cases, scenarios play a crucial role in 
mediating between models and their users. They 
make the abstract formalisations and quantifica-
tions of models intelligible, and also contribute 
to model-development, as a new scenario may 
demand the representation of new model compo-
nents.

Lastly, anticipatory exercises designate a series 
of techniques through which scenarios are 
built and forecasts produced (Baumgartner and 
Midttun, 1987). As such exercises oftentimes asso-
ciates major political, industrial, and civil society 
actors, they also contribute to the circulation and 
public uptake of forecasts. Conversely, discus-
sion in such contexts may in turn stimulate new 
research and even alter model design (Angeletti, 
2011). Practices of foreknowledge production thus 
involve not only epistemic representation (recon-
structing energy systems in models), but also 
forms of political representation (reconstructing 
policy communities in forecasting committees).

To sum up, predictive practices influence 
energy policy-making in several distinct ways: 
scenarios and forecasts shape actors’ expecta-
tions and provide them with ‘actionable’ future 
visions; energy models circulate in public and 
private planning practices and enable specific 
forms of political intervention; and anticipatory 
exercises assemble stakeholders in ways that 
may strengthen, sideline or rearrange existing 
policy communities. As I will show in the following 
sections, competing predictive policy assem-
blages can usefully be differentiated along one 
or several of these dimensions, as they often rely 
on different future-visions, use different types of 
models, and engage in distinct types of anticipa-
tory exercises.

Making national energy 
(supply) policies (1950-1975)
In most Western countries, energy policy was 
characterized until the 1970s by the “energy syn-
drome” described by Leon N. Lindberg (1977), 
that is, increasing energy demand combined with 
weak national energy policies and the dominant 
role of energy utilities. This particularly applies to 
Germany, where the evolution of the energy sec-
tor was largely driven by industrial actors until 
the federal State claimed a more central role in 
the wake of the 1973 oil price shock. Such claims 
were underpinned by energy demand forecasts 
warning of a looming “energy gap” if no action 
was taken (e.g. Bundestag, 1979: 14809-14814). 
New modelling techniques also represented the 
national economy in greater detail, and exam-
ined processes of substitution between differ-
ent energy carriers, especially domestic coal and 
imported oil. The result of these discussions was 
a progressive redefinition of the respective roles 
of the state and the market in energy policy. The 
French case is singularised by the existence, well 
before the 1970s, of nationalised energy com-
panies and an institutionalised practice of fore-
casting and planning carried out by the French 
planning bureau (the Commissariat général au 
Plan, hereafter: CGP), which associated major 
stakeholders and administrations. Here too, 
energy demand forecasts played an important 
role in stabilising a new policy assemblage: pro-
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duced by the monopoly of Electricité de France 
(EDF), they contributed to aligning political and 
economic actors on an acceleration of the nuclear 
program.

‘Elasticity’: calibrating France on a nuclear 
future
The structure of the French energy sector is the 
result of a historical process that led to the pro-
gressive institutionalisation, after World War 
Two, of a productivist, centralized energy policy 
paradigm (Lucas, 1985). This placed the state and 
a small number of nationalised energy utilities – 
especially the electricity monopolist EDF – at the 
centre of policy formulation and implementation. 
The nationalisation endowed these companies 
with a public function, and convinced their direc-
tors that the optimum for all and for their com-
pany were one and the same (Wieviorka and Trinh, 
1991: 40). The intellectual coherence of this con-
figuration of actors was ensured by the omnipres-
ence of state engineers from the prestigious Corps 
des Mines in key positions in public companies and 
ministries, such as the all-mighty Direction géné-
rale de l’énergie et des matières premières (DGEMP). 
This cemented a relatively closed network that 
monopolized the decision-making process on 
energy and ensured coherence of discourse and 
values, centred on notions of technological gran-
deur and national independence (Hecht, 1998).

This institutional and intellectual context was 
paramount to the constitution of a French energy 
mix that is particularly atypical in its heavy reliance 
on nuclear energy. The foundations of this policy 
were laid in 1974, when the conservative govern-
ment of Pierre Messmer (1972-1974) decided 
to accelerate the deployment of nuclear energy 
projects in the aftermath of the first oil price shock 
(Radanne, 2006). While it is generally argued 
that this new orientation resulted from consider-
ations of energy dependence (Puiseux, 1982) this 
explanation overlooks an essential factor that 
made the energy dependence argument plausible 
in the first place: the discursive and political 
construction of future electricity demand.

The locus of French ‘future-making’  –  in the 
double sense of knowledge production and 
political intervention – and the centre of a near-
hegemonic ‘predictive policy assemblage’ at 

that time was the French planning bureau. 
Created in 1946, the CGP was unique among 
Western countries in associating major stake-
holders  –  ministerial bureaucrats, industry 
representatives, and union leaders – and experts 
in a given policy domain to prepare five-year plans 
that should, in de Gaulle’s words, serve as “orien-
tation” not “coercion” for policy and investment 
decisions (Massé, 1965). Although the mobilisa-
tion of foreknowledge – from quantified forecasts 
to qualitative assessments – was commonplace in 
the CGP’s various commissions, in-house models 
were exceptional until the 1980s (Angeletti, 2011). 
The practice of future-making institutionalised by 
CGP is described by Puiseux (1987), former head 
of the forecasting division of EDF and member 
of the CGP energy commission, as “technocratic 
elitism”, in that it resembled more a cordial and 
expert-led “gentlemen’s discussion” between high-
ranking officials than a rigorous science-based 
assessment. In other words, the aim was not to 
‘discover’ the most plausible future, but to collec-
tively ‘construct’ a future that would at the same 
time prove reasonably plausible and acceptable 
enough to all that it could then be implemented 
collectively (Desrosières, 1999).

In line with political action horizons, the CGP 
produced 5-10 year energy demand forecasts, 
on which the state was to base its investment 
decisions (Château, 1985: 2). Estimates of future 
electricity demand were quite naturally provided 
by EDF, the only actor with the technical expertise, 
data, and modelling tools required for this task. 
With its status as a state-owned company, it 
could also claim to produce objective, non-biased 
results. The reluctance of the energy commission 
and relevant public administrations (especially 
DGEMP) to produce their own energy models or 
rely on independent expertise hence institution-
alised an asymmetry in the production of authori-
tative knowledge claims about energy futures, 
which limited the discursive space of the delib-
erations. Bernard Laponche3, a nuclear physicist 
working for the leading public nuclear research 
facility CEA, and who participated in the commis-
sion as a representative of the trade union CDFT, 
recalls:
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It was EDF who showed up saying “All right, I’ve 
made my forecasts, we need a trillion kilowatt 
hours in the year 2000”, oh really. So Syrota4 says 
“but we can find some savings,” etc. […] and the 
Chairman says “come on, maybe you can at least 
explain this to us,” and Boiteux says “well Mr. 
President sir, if you would like to look at the code I 
can have it delivered by truck”… (Interview 9).

As in other countries, the modelling techniques 
used by EDF at that time consisted mainly in 
more or less sophisticated extrapolations from 
the past, and reproduced the prevalent dogma in 
expert circles of a doubling of energy consump-
tion every 10 years.5 However, there also was a 
specific ‘French touch’ to EDF’s estimates, which 
resulted from the ambiguous institutional status 
of the company. Marcel Boiteux, who directed EDF 
from 1967 to 1987 and was its first CEO without an 
engineering background,6 had gradually modern-
ized the company and provided it with a commer-
cial and industrial strategy. Formerly director of 
the company’s Department of General Economic 
Studies, he had championed a new approach to 
the calculation of electricity tariffs, which aimed 
to ‘optimise’ pricing and investment decisions by 
linking the investment-reimbursement cycle of 
plant construction to the evolution of electricity 
demand and the load profiles7 of power plants 
(Romeiro, 1994: 27). The approach stressed the 
importance, from an industrialist’s point of view, 
of the foreseeability of future electricity demand. 
This in turn transformed the nature of EDF’s pro-
jections, as described vividly by Puiseux (1987: 
190): 

On that day the chairman of the Energy 
Commission of the Planning Bureau suggested 
privately to me that if only EDF would decide to 
engage in somewhat more vigorous commercial 
activities, it would be possible substantially 
to increase the value of the GNP elasticity of 
electricity consumption. In this way the numbers 
which resulted from my regression calculations 
stopped being natural constants and became 
instead political action variables. This was quite a 
shattering discovery for a naïve soul.

To understand the distress of EDF’s chief forecast-
ing expert, recall that by the mid-1970s, a contro-
versy opposed the electricity monopoly, which 

favoured an acceleration of the French nuclear 
program, and the Ministry of Finance, which was 
concerned about the associated investment risks. 
EDF backed its arguments with demand forecasts 
using consistently overestimated values for the 
‘elasticity’ of electricity demand, i.e., the relation-
ship between GNP growth and growth in electric-
ity consumption (Château, 1985). The discrepancy 
between the modelled and observed relationship 
between these two variables became plainly vis-
ible in the 1970s, when electricity demand grew 
less than expected, and even stagnated briefly in 
1974/1975. While this resulted partly from the oil 
price shocks and ensuing economic downturn, it 
also reflected a long-term evolution: economic 
growth in the after-war period, on which the 
models were calibrated, had been particularly 
electricity-intensive because of the imperatives of 
reconstruction, industrial development, and rural 
electrification. In the 1970s France entered a new 
era, in which the basic relationships between key 
variables changed.

The company did not respond to this discrep-
ancy by adjusting its models to observed changes. 
Instead, a public campaign for household electri-
fication, summed up by Boiteux’s famous slogan 
tout électrique, tout nucléaire –  “all electric, all 
nuclear”  –  was designed to ensure that the 
electricity intensity of economic development 
would be in phase with EDF’s industrial strategy 
(Romeiro, 1994). Backed by the state, its imple-
mentation temporarily restored the relation-
ship between electricity demand and economic 
growth observed in the 1960s (Puiseux, 1987: 193). 
In other words, the French economy had success-
fully been ‘calibrated’8 by the dominant predictive 
policy assemblage to fit EDF’s models and official 
forecasts based on the company’s calculations.

‘Substitution’: the making of German 
energy policy 
The German energy sector has historically been 
structured around private or semi-public energy 
utilities with regional monopolies. This mode of 
organisation was codified in 1935, in an energy bill 
(Gesetz zur Förderung der Energiewirtschaft, EnWG) 
that excluded economic competition and aimed 
instead to ensure a stable energy supply and the 
construction of power grids in a context of ongo-
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ing war preparations. As the regulation of the 
sector was in the hands of the federated Länder, 
Germany did not have a genuine federal energy 
policy before the 1970s (Stier, 1999). The lim-
ited role of the federal level did not mean, how-
ever, that the state was not engaged in multiple 
ways in energy governance – through subsidies 
and funding for energy-related research; legisla-
tive or administrative rule-making affecting the 
building of transmission lines, power plants, and 
resource-extraction; and even as a market actor, 
through utilities that were partly or wholly owned 
by municipalities or Länder. This entanglement of 
regulated energy companies and the state admin-
istrations that regulated them was a characteris-
tic feature of German corporatism (Beyer, 2002). 
It created a complex terrain for energy policy, 
whose main actors were the federal state, the 
Länder, municipalities, energy utilities, and large 
industrial consumers (Kleinwächter, 2007). 

The dominant fuel during the reconstruction 
period was coal, which provided over 90% of 
primary energy in 1950. However, in accordance 
with Germany’s post-war ideology of market liber-
alism, market forces were to drive the choice of 
energy fuels and the construction of new power 
plants. Forecasts and the first energy system 
models emerged in this context as planning tools 
for energy companies that had to make decisions 
about how to meet steeply rising energy demand, 
and convince public and private investors to fund 
the construction of ever-larger coal, gas, and later 
nuclear power plants (Kraus, 1988; Herbst et al., 
2012: 112). 

Rather loosely structured and lacking a central 
anchoring point like the CGP in France, this 
dominant ‘predictive policy assemblage’ was 
challenged in the 1950s and 60s by quickly rising 
consumption of imported oil and gas, and the 
opening of the German market to imported coal 
in 1956. These developments heavily impacted 
the domestic coal industry, which entered a phase 
of decline, and provoked a rise in energy depend-
ence from 8% in 1960 to 60% in 1977 (Meyer-
Abich and Dickler, 1982). The crisis in the coal 
industry spurred heated debate within govern-
ment: while social conservatives led by Chancellor 
Adenauer defended government support for the 
mining industry, market liberalists around the 

Minister of the Economy Ludwig Erhard refused 
government intervention. 

In this context, Adenauer encouraged the 
creation of a parliamentary commission on energy 
policy (Energie-Enquete) in 1959. The commission 
was to evaluate the future prospects of German 
coal against the backdrop of the evolution of 
global energy markets and domestic energy 
demand. Its final report presented an analysis 
based on a 10-year forecast established by a 
consortium of major German economic insti-
tutes.9 The study championed a new modelling 
methodology that was considered highly inno-
vative at the time (Wessels, 1962): while earlier 
energy demand forecasts had represented the 
national economy as an aggregate whole, the 
new technique disaggregated the economy into 
three major sectors – industry, transportation, and 
households – and went into further detail in the 
industry and transportation sectors (three subsec-
tors each). Designed to provide finer-grained 
descriptions of substitution processes between 
different energy technologies and sources, the 
method was thought to allow for more robust 
estimations of the future energy mix and its impli-
cations for the coal sector. The report also initiated 
an extensive data collection program supported 
by the federal government and major energy 
utilities, which made it possible to represent 
the German economy in unprecedented detail. 
Finally, it included a discussion of plausible alter-
native evolutions to the main, ‘business-as-usual’ 
forecast. While the sectorial approach high-
lighted ongoing substitution processes between 
German coal and imported fuels, the discussion 
of alternative evolutions gave these substitution 
processes a political dimension: instead of ‘natural’ 
evolutions in a market-driven economy, they 
now appeared as the result of a voluntary choice 
between political intervention and non-action.

In other words, through its method and the 
way it presented its results, the report backed calls 
for a genuine federal energy policy. On the basis 
of its conclusions, successive federal governments 
forged a “coal-priority-policy” (Kohlevorrang-
politik), an unprecedented and massive infringe-
ment of the dominant free-market ideology 
(Krisp, 2007: 26, 27). However, the report’s impact 
was not merely due to its methodological sophis-
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tication or empirical detail. The workings of the 
Energie-Enquete also contributed to further struc-
turing and stabilising the dominant predictive 
policy assemblage, which in turn ensured the 
reception and uptake of the report by relevant 
actors: in the preceding years, economic institutes 
with close ties to industry and government10 had 
begun to establish energy forecasts based on 
econometric models that became increasingly 
complex over time, and could therefore only be 
understood and challenged by a handful of actors 
(Seefried, 2010a). Designed with help and crucial 
input from main actors in the energy establish-
ment, including energy producers, large industrial 
consumers and state bureacracies, they tended to 
reproduce the views of these actors (Kraus, 1988: 
25). As in France, a characteristic feature of such 
models was their tight linear coupling of economic 
growth and growth in energy demand. Combined 
with the post-war ideology of economic develop-
ment as a foundation of the West German social 
contract, this left no room for demand-oriented 
interventions in the energy system. However, 
following the methodology introduced by the 
Energie-Enquete, models progressively went from 
assembling the economy in a highly aggregated 
fashion to more detailed representation of some 
sectors that were subject to ‘structural changes’, 
and were therefore of particular political and 
economic interest (like the coal and steel indus-
tries). In line with the framing provided by energy 
models, energy policy hence emerged as ‘energy 
supply policy’: demand was considered outside 
the realm of politics, and policy-making limited 
to a choice between different fuel and technology 
options. 

Accordingly, the first federal energy 
programme, launched on 3 October 1973, 
complemented the coal-priority-policy with 
a series of measures designed to kick-start an 
ambitious German nuclear program. Once again, 
this was justified on the basis of modelling results, 
which suggested that the macroeconomic costs 
of coal subsidies could be counterbalanced by the 
development of an alternative, supposedly cheap 
energy source (Bundestag, 1979: 14812). Rising 
oil prices at the end of 1973 accelerated the move 
from fragmented measures to a coherent and 
encompassing federal energy policy. Resumed 

by the formula “CoCoNuke”  – for the triptych of 
conservation, coal and nuclear  –  the emerging 
paradigm for the first time included a focus on 
energy demand reduction, so as to diminish 
energy dependency (Düngen, 1993). Lacking 
significant political support, demand reduction 
measures were, however, not forcefully imple-
mented at the time. This contrasted with the other 
two objectives: the proportion of primary energy 
consumption supplied by coal was stabilised at 
around 30% in the 1970s, and atomic energy’s 
contribution to electricity production rose from 
3.7% in 1970 to 40% in 1985 (Herzig, 1992: 153). 
The capital-intensity of the nuclear programme 
also accelerated concentration tendencies in 
the energy sector, where, already in 1974, two 
companies alone (RWE and Veba AG) controlled 
over 50% of the market (Nelkin and Pollak, 1981: 
18).

Nonetheless, German energy policy did not 
form a monolithic whole. Beneath the dominant 
focus on energy supply, two policy assemblages 
struggled over the definition of energy policy. The 
first assemblage included abundant black and 
brown coal reserves in the Ruhr basin of North-
Rhine-Westphalia, the Social Democratic Party 
that ruled the most populated federated State 
continuously from 1966 to 2005, the trade unions 
and the largest coal producer RWE. Together they 
enacted a policy that articulated social concerns 
for coal workers with a strategic focus on energy 
independence, understood as the capacity to 
fuel economic development using domestic 
resources. The second assemblage brought 
together the less densely populated areas in both 
northern and southern Germany whose rural 
geography allowed for the construction of atomic 
power plants far from urban centres, as well as 
banks and industrial conglomerates in southern 
economic centres and the two Christian demo-
cratic parties that governed Bavaria (CSU, since 
1953) and Baden-Württemberg (CDU, 1957). This 
assemblage enacted an energy policy framed as 
industrial policy, and aimed at ensuring economic 
competitiveness through low energy prices. 
Energy independence was defined not in resource 
terms, but in technological terms, as the need to 
acquire nuclear know-how, so as to stay competi-
tive in a globalised economy.
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movement struggled to institutionalise into a last-
ing political force (Nelkin and Pollak, 1981; Szarka, 
2002). Two main explanatory factors are invoked 
to explain this specific French trajectory: a particu-
larly powerful policy community around nuclear 
energy (Simmonot, 1978; Kitschelt, 1986), and the 
fragility of counter-expertise in a country where 
state engineers in ministries, the public research 
body CEA, and EDF enjoyed a near-monopoly in 
energy expertise (Restier-Melleray, 1990; Topçu, 
2013). But the applicability of the second, at least, 
appears less straightforward than is frequently 
assumed. France has been at the forefront of the 
development of sophisticated modelling tools for 
energy demand, and the elaboration of alterna-
tive energy futures. Accordingly, what has to be 
explained is less the lack of alternative expertise 
than its failure to ‘perform’, i.e., by federating a 
new policy assemblage that would enact an alter-
native vision of the French energy future.

Throughout the 1970s, the anti-nuclear 
movement was supported by scientists engaged 
in fundamental research outside the nuclear 
establishment, as well as unionists from EDF and 
CEA (Topçu, 2006: 253). Discursively, it could 
draw on alternative forecasts produced by a new 
type of models, in which France soon became a 
front-runner. The most prominent example is the 
MEDEE model family developed at the Institut 
Economique et Juridique de l’Energie in Grenoble. 
First set out in a doctoral thesis co-authored by 
two engineers, Bertrand Château and Bruno Lapil-
lonne, MEDEE pioneered a bottom-up approach to 
energy demand. The basic structure of the model 
(figure 1) couples a macroeconomic module with 
sectoral modules (households, industry, transpor-
tation, etc.) to determine “useful energy demand”, 
which is distinguished from “final energy”, i.e., the 
energy delivered to end-users in the form of elec-
tricity, natural gas or fuel. In replacing aggregate 
demand with a focus on the satisfaction of 
particular social needs like transportation, heating 
and production, MEDEE departed radically from 
existing approaches and helped establish demand 
as a politically influenceable variable (Interview 5).

Throughout the 1970s, MEDEE gradually 
evolved from a set of equations into a numerical 
model (Interview 12). This heavy “investment in 
form” (Thévenot, 1984) proved to be a crucial 

The general orientation of German energy 
policy in the 1970s and 80s thus involved a fragile 
compromise. Institutionalised in the “coal round 
tables” (Kohlerunden)11 and the “atomic forum” 
(Atomforum),12 the bipartition of energy policy-
making hindered the emergence of a unified pro-
nuclear front and favoured the emergence, in the 
1980s, of a new political constellation.

Toward Change? The politicisation 
of Energy Futures (1975-1990) 
Towards the end of the 1970s, the energy dis-
course changed yet again. The failure of dominant 
econometric models based on linear coupling of 
economic growth and energy demand to explain 
the impact of the oil-price shocks had cast macro-
economic forecasts into doubt and triggered the 
development of new modelling techniques (Châ-
teau, 1985; Seefried, 2010b). Bottom-up (or engi-
neering) models improved the representation of 
energy efficiency and alternative energy produc-
tion techniques such as distributed renewables. 
These modelling approaches, which emerged first 
in the US (e.g. Ford Foundation, 1974) and France, 
and only some years later in Germany, suggested 
possible ways to decouple growth from energy 
demand through efficient resource-use. In the 
context of growing opposition to atomic energy, 
forecasts also became politically contested, and 
a multiplicity of contrasting energy futures came 
to populate public debate. Forecasts would no 
longer be created only by State administrations, 
research institutes, and energy companies, but 
also by experts close to the anti-nuclear move-
ment (Kraus, 1988: 18). This also changed their 
status: from a public policy instrument, forecasts 
evolved into a weapon in energy controversies, 
used by civil society groups to repoliticise energy 
futures. In other words, the landscape of energy 
modelling and anticipatory exercises diversified, 
resulting in the emergence of competing ‘predic-
tive policy assemblages’.

‘Useful Energy’: establishing demand-side 
policies in France
In France as in other Western democracies, nuclear 
energy provoked widespread opposition. In con-
trast to other countries, however, the anti-nuclear 
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and lasting asset: the model could now be 
adapted and used indifferently by a wide array 
of end-users, and its formalisation increased 
its legitimacy in public discourse. Although its 
bottom-up approach at first aroused resistance, 
both empirical observations and international 
evolutions in energy modelling soon seemed 
to validate its basic hypotheses. Both model-
development and the extensive data collection 
programme it necessitated were supported by 
French and European research funding, and major 
industrial actors in the energy field contributed 
by providing data. MEDEE’s role in the energy 
debate gradually evolved as a result: first used to 
provide alternative forecasts to official estimates, 
it progressively came to be included in official 
forecasts in the 1980s.

A second alternative approach, the ALTER 
project, emerged when a small group of 
researchers close to anti-nuclear circles  –  math-
ematician Philippe Courrège, agronomist Philippe 
Chartier, and economist and engineer Benjamin 
Dessus – carried out a normative scenario-
building exercise to demonstrate that France 
could in principle satisfy all its energy needs from 
renewable sources (Collectif de Bellevue, 1976). 
The heart of the project consisted in a modelling 
effort that reassembled the French economy 
through its basic energy flows and provided a 
static physical representation13 of a future energy 

system in which industrial and social activities 
were fuelled exclusively by solar energy and 
biomass. As recalled by Benjamin Dessus, this 
made it possible to reconceive the relationship 
between demand- and supply-side policies: 

So I was like a lot of people: do we do solar, wind 
turbines, or nuclear? But that wasn’t enough of a 
response at all. This exercise taught us an idea, that 
you have to bring the whole system into play, on 
energy demand as well as supply, which was not 
at all… in the culture we came from. Engineers are 
used to making things. (Interview 1)

While the insistence on small production units 
and demand reduction measures facilitated the 
uptake of the scenario in local ALTER plans elabo-
rated by civil society groups, its disruptive vision 
of the future encountered strong resistance in 
national policy circles. An especially controversial 
point was that the authors had based their esti-
mations on precise calculations of future ‘energy 
needs’, defining the average size of apartments, 
heating temperature, electrical equipment, trans-
portation kilometres, and so on. Many policy-
makers considered precise determination of such 
variables to be beyond the state’s mandate (Inter-
view 1). Moreover, the absence of market mecha-
nisms in the model that formed the basis of ALTER 
seemed to suggest an all-encompassing planning 
approach to energy policy. In retrospect, Philippe 

Figure 1. The MEDEE model (Lapillonne, 1978: 8).
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Courrège argues that this exposed the scenario to 
critiques of its underlying political philosophy, as 
opponents conjured the Orwellian vision of a cen-
tralised, almighty State controlling the national 
economy and intruding even into the personal life 
of its citizens (Interview 3).

The trajectories of the two projects converged 
in the early 1980s, as actors from both ALTER and 
MEDEE came to occupy influential positions in 
the newly founded Agency for the reduction of 
energy demand (AFME).14 Its creation was a sign 
of growing political interest in energy efficiency, 
fuelled by rising energy prices, increasing over-
capacity in electricity production (Puiseux, 1987: 
185), and the brief political opening created by 
the arrival into power of Mitterrand’s socialists. The 
agency, which was soon at the centre of a major 
political battle over energy demand, became 
the home of critical researcher-activists: Bernard 
Laponche was appointed director general, while 
Dessus became director of technical services, 
Chartier scientific director and Château director 
of economic studies. Château brought with him 
the MEDEE model, which enabled the agency 
to challenge official forecasts not only from a 
normative perspective, but also on technical, 
quantified grounds. As a consequence, the MEDEE 
model became the agency’s official modelling 
tool and contributed to its international strategy,15 
while the agency gradually came to constitute the 
central node of an emerging, alternative ‘predic-
tive policy assemblage’.

The model informed the French planning 
bureau’s first long-term energy forecast in 1983, 
carried out in preparation of the Ninth Plan. 
Designed to test the viability of the nuclear 
program, the exercise was the first official forecast 
to project decreasing energy demand as a result of 
the economic crisis and changing policy orienta-
tions. The final report estimated that the number 
of planned reactors in 1990 was too high by 25 to 
30%, and suggested that no new reactors would 
be needed before the end of the decade (CGP, 
1983: 21, 51-55). These conclusions were a shock 
to the nuclear establishment and spurred heated 
debate. Yet, once again, considerations of indus-
trial policy prevailed. 

EDF reacted to the problem of overca-
pacity – which now took the form of an impending 

industrial catastrophe rather than a distant and 
abstract economic risk – with a twofold strategy: 
an ambitious program to provide electricity to 
neighbouring countries (especially Switzerland), 
and an intensification of household electrification. 
This was fundamentally at odds with a reorienta-
tion of energy policy towards demand reduction. 
The electricity monopoly’s position was strength-
ened in the mid-1980s, when falling oil prices 
not only decreased political interest in energy 
efficiency, but also seemed to contradict the 
gloomy predictions of peak oil and rising energy 
costs that had come to populate public debate 
in the 1980s. In 1986, the election of a conserva-
tive government put an end to the controversy: 
the budget of the agency was cut by almost 80% 
and its personnel diminished by one third (Evrard, 
2013). EDF was allowed free reign to define French 
energy policy. Alongside this gradual disengage-
ment of the state, the central locus of future-
making, CGP, progressively lost its importance in 
the 1980s. Until well into the 2000s, no other insti-
tution emerged which could perform somewhat 
authoritative collective forecasting or scenario-
building exercises.16

‘Energiewende’: reassembling German 
energy policy
In Germany as well, alternative models and sce-
narios emerged in a context of growing anti-
nuclear protest, which reached a peak at the 
end of the 1970s with massive demonstrations 
against a fast-breeder reactor under construction 
in Kalkar (North Rhine-Westphalia) and a planned 
atomic waste storage facility in Gorleben (Lower 
Saxony). Contrary to France, different safety stan-
dards in the different Länder facilitated legal chal-
lenges, and courts progressively evolved into a 
public forum for anti-nuclear experts and a range 
of grassroots, popular education, or research insti-
tutions like VHS Wyhler Wald (created in 1975) and 
the Öko-Institut17 (1977), which provided expertise 
on nuclear risks and informed about alternative, 
renewable energy sources.

Öko-Institut proved to be particularly influen-
tial. The 1980 “energy turnaround” report (Krause 
et al., 1980) by three of its experts  –  Florentin 
Krause, a chemist, Hartmut Bossel, an engineer and 
philosopher, and Karl-Friedrich Müller-Reissmann, 
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a theologian and computer scientist – outlined a 
far-reaching transformation pathway that durably 
influenced the German energy debate. As in the 
French case, it rested on a bottom-up approach 
with detailed representation of potential energy 
savings and possible contributions of decentral-
ized renewables. The subtitle of the study, “growth 
and prosperity without oil and uranium”, indicated 
that the proposed energy transition would neither 
entail material sacrifices nor imply a departure 
from Germany’s post-war ideology combining 
market liberalism and a social contract based on 
economic growth. 

Alongside this concession to the dominant 
discourse, the authors operated a series of 
strategic displacements in the report, by redefining 
basic notions and concepts from mainstream 
forecasts. In line with recent modelling trends in 
other countries, they proposed to disaggregate 
energy demand in ‘energy services’ – heat, light, 
kinetic force, transportation kilometres  –  and 
criticised the domination of energy debates by 
neoclassical economic theory. The study then 
concentrated its attacks on three elements of 
mainstream forecasts: the tight coupling between 
economic growth and energy demand; the 
concentration of energy policy on the production 
side; and the reliance on oil and nuclear as basic 
pillars of the energy system. 

The scenario-technique played a central 
role in establishing these arguments. Unlike 
the ALTER project, the report was based on a 
pragmatic and dynamic (as opposed to static) 
approach that used official economic forecasts 
and excluded deep changes in the economy 
(like a departure from industrialism) or energy 
consumption patterns (such as lifestyle changes). 
Accordingly, the authors qualified their method 
as a “technical fix” approach, aimed at satisfying 
projected energy needs even of “overtly growth-
euphoric forecasts” (Krause et al., 1980: 10). On 
the basis of a detailed analysis of the evolution of 
energy needs and services, the report proposed 
three scenarios: a “business-as-usual” pathway, 
assuming unchanged production and consump-
tion patterns, which the authors labelled the 
“suicide scenario” and dismissed as “unreal-
istic”; a “coal and gas” scenario that attempted to 
convince moderate critics of atomic energy that 

it was possible to phase out nuclear energy by 
implementing ambitious policies to favour energy 
efficiency, coal and gas; and a “sun and coal” or 
Energiewende (‘energy turnaround’) scenario, 
which the authors clearly preferred, and which 
presented the advantage of relying exclusively 
on domestic resources. This, they contended, 
would not only minimize risks, but also make the 
German economy virtually self-sufficient in terms 
of energy supply.

Most importantly, the latter scenario was 
carefully designed to construct alliances with 
major actors in West German energy politics. 
Not only did the ‘coupling’ of coal and renew-
ables contribute to building bridges between 
the ecological movement, the trade unions, and 
parts of the coal industry; its technology-oriented 
bottom-up approach also provided a discursive 
underpinning for advocates of an “ecological 
modernization” of the German economy (Mol 
and Jänicke, 2009). The calculations laid out in 
the report were thus in line with a larger recon-
ceptualization of environmental policies as indus-
trial policies. Its pragmatic outline hence proved 
instrumental in ensuring the report would find 
an audience well beyond environmental activist 
circles.

The long-term performative effects of the Ener-
giewende report, however, cannot be understood 
by analysing its content alone. Equally important 
are concomitant political changes, through which 
parliamentary Enquete Commissions gradually 
emerged as a central forum for official fore-
casting practices, especially in the energy field. 
Such commissions had been institutionalised 
and endowed with considerable autonomy and 
resources after a parliamentary reform in 1969, 
aimed at strengthening parliament’s indepen-
dence from ministerial expertise (Knelangen, 
2000). In line with this objective, these commis-
sions are composed of equal numbers of parlia-
mentarians and experts. A corollary of this practice 
is that experts, who are full, voting members of 
the commission, are chosen not only to provide 
specialist knowledge, but also to represent a 
particular social force or political position. This way 
of organising the production of policy-relevant 
knowledge through a dialogic process that asso-
ciates relevant viewpoints has been described as 
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a specifically German “civic epistemology” which 
holds the potential (but not the guarantee) of 
opening such processes up for contesting voices 
(Jasanoff, 2005; Beck, 2004).

In line with these developments, the wider 
uptake of both Öko-Institut’s future vision and its 
modelling approach are intimately linked to the 
workings of a parliamentary Enquete Commis-
sion established in 1979 on “future nuclear energy 
policy” (Altenburg, 2010; Aykut, 2015). The political 
context was explosive. Public opposition to atomic 
energy, and in particular to the fast-breeder in 
Kalkar, had been growing, fuelled by external 
events like the nuclear accident in Harrisburg 
(USA) in 1979, and events in neighbouring Austria, 
where atomic energy had just been rejected in 
a national referendum. As a consequence, all 
parties, but especially the Social Democrats, had 
to cope with internal division over the nuclear 
issue. Accordingly, key criteria for the selection of 
experts in the Enquete Commission were their ties 
either to atomic research or the environmental 
movement, and more generally their stance 
towards nuclear energy. “The commission was 
composed politically”, as Klaus-Michael Meyer-
Abich, a ‘natural philosopher’ and moderate critic 
of atomic energy who participated in the commis-
sion, recalls (Interview 14); its members further 
included Günter Altner, one of the founders of 
Öko-Institut, but also Wolf Häfele, the former 
head of fast-breeder development at the nuclear 
research centre KfK and one of Germany’s most 
vocal nuclear advocates, and Klaus Knizia, CEO of 
VEW, a local electricity producer with interests in 
both coal and nuclear.

In this heated atmosphere, the stated aim of 
the commission was to channel open confronta-
tion into a “rational” debate (PEK, 1980: 2). Inter-
estingly, its members believed that such a debate 
could be furthered through a systematic clarifica-
tion of different future visions. Based on a compre-
hensive research programme that included major 
German energy research institutes and a long 
series of hearings with energy experts, they elab-
orated four scenarios, two with and two without 
nuclear energy, and set out to analyse their impli-
cations in political, social and economic terms:

To further mutual understanding, the commission 
has attempted to make the visions of the energy 
future that result from different convictions 
amenable to reasoned discussion. It therefore 
agreed to represent these in four internally 
coherent energy policy paths. This required the 
willingness of all to outline the limitations and 
consequences of the respective energy paths. 
The commission thereby sought to create the 
conditions to sound out the prospects for a broad 
consensus on energy policy in a manageable time 
frame. (PEK, 1980: 23) 

The four energy paths were designed to repre-
sent important standpoints in the German energy 
debate. The first reflected the vision of the nuclear 
industry and mainstream energy economists. It 
projected a doubling of energy demand by 2030, 
almost all of which was to be satisfied through 
atomic energy. The second path expressed a view 
shared by industrialists and parts of the govern-
ing coalition, and combined moderate demand 
reduction with diversification of (conventional) 
energy technologies. It projected 50% demand 
growth, to be met by increasing nuclear and coal. 
In the third path, demand was stabilized and 
nuclear energy progressively phased out. This 
roughly corresponded to the position of nuclear 
critics within the political establishment. Finally, 
the fourth path involved a rapid nuclear phase-
out, associated to heavy energy savings and 
deployment of renewables. This adapted version 
of the Energiewende scenario mirrored the views 
of anti-nuclear activists.

The fifteen commission members also estab-
lished four common criteria – “economic viability”, 
“international compatibility”, “environmental 
compatibility”, and “social compatibility”  –  to 
evaluate the scenarios and create common ground 
for policy recommendations. Although a consen-
sual assessment proved difficult (Interview 14), 
the commission succeeded in forging a common 
position on measures for the medium term. Based 
on Lovins’ (1976) famous distinction, it advocated 
a temporary “parallel approach” aimed at giving 
both the “hard path” (combining fossil and fissile 
technologies) and the “soft path” (efficiency and 
renewables) an equal chance. This was justified on 
the grounds that the evolution of key variables, 
such as structural changes in the economy, public 
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acceptance of nuclear energy, effects of energy-
saving policies and the feasibility of fast-breeder 
technology, was too uncertain to be forecasted 
properly. The commission therefore suggested 
pursuing both the construction of the fast-breeder 
and stringent energy savings until the end of the 
decade. By postponing the choice between the 
two paths, it delegated the final decision on the 
energy future to the political system. For anti-
nuclear activists, an important result was that the 
commission considered a nuclear phase-out to be 
a viable option at all: 

The whole thing was decided unanimously. And at 
the beginning, people always said: it’s not possible 
without […] This commission was the first one 
where everyone decided collectively: yeah, it’s 
possible without. It’s possible with, but it’s also 
possible without. Politically, this was already quite a 
success at that time (Interview 14).

The commission participated in a redefinition of 
the front lines in the energy controversy. Widely 
discussed and publicised, the four energy paths 
made it clear that an energy transition was not 
only in the interest of radical ecologists, but could 
benefit wider parts of the industrial and political 
establishment (Interviews 14, 28). Not only did 
the struggling coal industry, trade unions, and 
their social democratic allies find – at least tem-
porarily – that they had common strategic inter-
ests with anti-nuclear activists; other industrial 
branches and the emerging ‘green sector’, as well 
as local actors and municipalities18 progressively 
discovered that they might well profit from an 
alternative path that, by not relying on capital-
intensive energy supply technologies, could allow 
them to develop and commercialize energy sav-
ing and efficiency technologies (Weidner and 
Mez, 2008). This was backed by environmental 
economists who began to collect evidence that 
such a transformation could be accomplished 
within a reformed social market economy 
(Binswanger et al., 1981). The resulting redefinition 
of roles and interests contributed to structuring 
and consolidating an alternative ‘predictive pol-
icy assemblage’, which was equiped with its own 
modelling tools and a future vision that broadly 
corresponded to the Energiewende scenario. Parts 
of this vision were enacted almost 20 years later 

by a coalition government of Social Democrats 
and Greens (1998-2005).

Conclusion
Models and forecasts occupy a central position 
in energy debates. They propose the future-
visions that populate public discourse, provide 
market actors and policy-makers with ontologies 
to understand energy systems, and shape wider 
policy networks in scenario-building exercises 
and through the circulation of models across 
social spaces. In doing so, they can stabilise 
dominant framings, practices, and policy assem-
blages, or rearrange and reorder policy worlds, 
thereby contributing to the formation of new 
assemblages that enact alternative conceptions 
of energy policy. Energy controversies therefore 
unfold not only as political or ideological strug-
gles about the problems of energy production 
and suitable ways of dealing with such problems; I 
have argued here that they can be understood as 
struggles between competing ‘predictive policy 
assemblages’, in which new actors, their problem-
framings and predictive practices challenge both 
how established models compose energy systems 
and how major anticipatory exercises include rel-
evant actors in the production of energy futures.

Unsurprisingly, then, there were close parallels 
between model-development and evolutions in 
policy-making in Germany and France. Social and 
political events in different periods triggered inno-
vations in modelling, which required the produc-
tion of new data. This in in turn contributed to 
transforming problem definitions, induced or 
accompanied changes in energy policy, and 
helped to sustain novel institutions and organisa-
tions. The way energy forecasts relate to energy 
policy, however, has differed in the two countries, 
and this relationship has changed over time. 

Anticipatory exercises in France were tradition-
ally carried out by the national planning bureau 
CGP, and their status was not only epistemic, but 
also explicitly political. Although CGP associated 
major actors in the energy field, it was charac-
terised by an inherent asymmetry: estimations 
of electricity demand were almost exclusively 
calculated by EDF’s models, and matched the 
company’s industrial strategy. When model predic-
tions and real-world developments diverged in 
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the 1970s, the dominant ‘predictive policy assem-
blage’ enacted a policy of household electrifica-
tion that re-calibrated the electricity-intensity of 
economic development to a level compatible with 
the country’s ambitious nuclear program.

In Germany, national energy forecasts emerged 
in a context of crisis in the coal sector, which chal-
lenged the role of the federal state in energy 
policy. The 1959 Energie-Enquete commission was 
created in response. It introduced innovations in 
modelling techniques that made visible substi-
tution processes in economic sectors, and called 
for government to take a more proactive role. 
Progressively institutionalised in the preparation 
and evaluation of federal policies, the modelling 
approach envisioned energy policy as a choice 
between different energy carriers, and furthered 
the emergence of new dominant framings such as 
the ‘coal priority’ and ‘CoCoNuke’ policies.

In both countries, established predictive 
practices and dominant policy paradigms were 
challenged by new actors and modelling tech-
niques in the 1970s. A situation where forecasts 
were more or less directly embedded in policy-
making and models established by experts close 
to the energy policy establishment gave way to 
a new configuration, characterised by a multi-
plication of model-types and a politicisation of 
forecasts, which were produced and taken up by 
a wide range of actors in an increasingly contro-
versial debate. But while alternative scenarios 
succeeded in reassembling German energy 
policy along lines that proved to be conductive to 
policy change, this did not occur in France, where 
demand-side modelling was institutionalised in 
the energy savings agency Ademe, but failed to 
enrol potential agents of a new political constel-
lation. 

Common attempts to explain this rigidity of 
French energy policy point to the homogeneity of 
the dominant actor-coalition and the heavy invest-
ments made by EDF (e.g. Puiseux, 1987: 195). A 
focus on predictive practices adds two important 
elements to the puzzle: first, while bottom-up 
models did provide a powerful tool to counter 
dominant discourse, and formed the quantitative 
backbone for demand-reduction policies in public 
discourse and inter-ministerial negotiations, they 
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did not deliver a coherent future vision in which 
major actors of French energy and industrial 
policy could recognize or project themselves. As 
for the ALTER scenario, which could have provided 
such a vision, its architecture was too uncompro-
mising to offer such actors – progressive industri-
alists, entrepreneurs or municipalities – a plausible 
and desirable future in which their expertise and 
activities would be valued. 

In Germany, by contrast, the Energiewende 
scenario not only ‘equipped’ the ecological 
movement with new arguments in its battle for 
a non-nuclear future; it also ‘reassembled’ energy 
policy in a way that opened up energy debates. 
Öko-Institut’s vision functioned as a “prospective 
structure to be filled in by agency” (Van Lente and 
Rip, 1998), proposing both a new narrative and 
a new arrangement of energy policy that could 
subsequently be enacted. This was accompa-
nied by a formalisation of bottom-up models at 
Öko-Institut and other modelling centres. Increas-
ingly used in policy-making and administrative 
practice, these models contributed to durably 
anchoring efficiency and renewables policies in 
policy circles (Interviews 15, 22).

Finally, a symmetrical, yet opposite evolution 
in the 1980s increased the discrepancies between 
the energy trajectories of the two countries. 
The established French locus of future-making, 
the CGP, progressively lost its central position, 
making it more difficult for alternative modelling 
approaches and future-visions to enter policy 
circles and gain public acceptance. In Germany, 
in contrast, the parliamentary Enquete Commis-
sions, which provided a forum for contesting 
actors and alternative futures, became a central 
node in energy debates in the following decade. 
The scenario technique introduced by the 1979 
commission also durably changed official antici-
patory exercises: used in subsequent commissions 
and committees on climate and energy policy, it 
was instrumental in organising energy discourse 
around a set of distinct, mutually exclusive future-
visions, which not only reflected divergent policy 
preferences, but also corresponded to different 
ways of ‘assembling’ energy system and envi-
sioning political interventions in such systems 
(Interviews 27, 28). 
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The long-term ‘success’ of the Energiewende 
report can therefore only be fully appreciated 
by jointly analysing how it ‘performed’ along 
three dimensions, through: an alternative future-
vision that contributed to re-structuring German 
energy debates; a bottom-up modelling approach 
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that circulated in administrative and civil society 
practice and enabled new forms of political inter-
vention; and the formation of a new ‘predictive 
policy assemblage’ capable of enacting an alter-
native energy future. 
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2 Interviews were conducted between 2010 and 2017. Documents were collected from parliamentarian, 
ministerial and personal archives. All quotes have been translated to English by the author. 

3 Laponche, who had critically examined energy forecasting techniques in his PhD thesis, later became a 
leading figure among anti-nuclear activists.

4 A senior civil servant and industrialist, Jean Syrota directed Cogema (later Areva) (1988-1999) and 
chaired the Corps des Mines (1993-1997). He distinguished himself by opposing EDF’s strategy, advo-
cating for energy savings policies instead.

5 Modelling techniques used at that time all entailed the implicit assumption of a stable relationship 
between energy demand and economic growth (Puiseux, 1987: 188,189).

6 Marcel Boiteux is a mathematician and graduate of the elite institutions Ecole Normale Supérieure and 
Institut d’études politiques de Paris (Sciences Po).

7 In electrical engineering, load profiles are graphs that represent variation in electrical load over time.

8 Yon (2014) shows how French state engineers invented the marginal cost curve to “calibrate France”.

9 The consortium was led by the University of Cologne’s Energiewirtschaftliche Institut (founded in 1943).

10 EWI is financed by a consortium including the energy utility RWE and the federated State of North-
Rhine Westphalia. Two other economic institutes with important energy divisions, Ifo (Munich, 1949) and 
RWI (Essen, 1943), have close ties to industry. Other actors in the field included the State-financed DIW 
(Berlin, 1925), Prognos AG, a Suisse institute (1959), as well as technical universities and atomic research 
institutes (e.g., TU Karlsruhe, Kernforschungszentrum Jülich).

11 Initiated in 1983, these negotiation cycles associate firms, trade unions, the Länder, and the federal State.

12 Founded in 1959, the lobbying association is composed of major industrial actors and research insti-
tutes.

13 Such ‘physical economics’ were opposed by the authors to the dominant econometric models (Interview 
3). 

14 The Agence française pour la maîtrise de l’énergie (transformed to Ademe in 1991) resulted from the 
merger of two pre-existing public bodies in 1982.

15 To encourage energy demand policies in the global South, the model – together with its architect 
Château – were ‘exported’ to developing countries (Interviews 5, 12, 9).

16 While CGP continued to produce energy forecasts until the late 1990s, its last five-year plan was adopted 
in 1989. The institution was abolished in 2006.

17 Founded by activists in Wyhl (Baden-Württemberg), the institute is financed by a philanthropic associa-
tion.

18 Local Energiewende committees took up the transition scenario and used it for community level activism, 
thereby giving it a wider audience.
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Appendix 1. List of Interviews
French energy experts and modellers (interviews 1-13) 

Benjamin Dessus (energy expert and activist, formerly director of research at Ademe; interview conducted 
on 1.6.2011), Pierre Radanne (energy expert, formerly president of Ademe; 7.12.2008), Philippe Courrège 
(energy modeller and activist; 6.5.2011), Pierre Matarasso (energy expert and activist; 6.5.2011), Patrick 
Criqui (energy modeller, EDDEN; first interview: 18.03.2015), Patrick Criqui (second interview, conducted 
with Alain Nadaï, 25.1.2017), Kimon Keramidas (energy modeller, JRC of the EU; 28.5.2015), Silvain Cail 
(energy modeller, head of global forecasting at Enerdata; 29.05.2015), Nadia Maïzi (energy modeller, CMA; 
21.1.2016), Bernard Laponche (energy expert and activist, formerly CEA and director of Ademe; conducted 
with Alain Nadaï, 19.01.2017), Jean-Charles Hourcade (energy modeller, Cired; conducted with Alain Nadaï 
19.4.2017), Michel Colombier (energy expert, Iddri; conducted with Alain Nadaï 15.3.2017), Bertrand 
Château (energy modeller, Enerdata, formerly IEPE and Ademe; 31.5.2017), Bruno Lapillonne (energy 
modeller, Enerdata, formerly IEPE, IIASA and Ademe; 15.6.2017)

German energy experts and modellers (interviews 14-22) 

Klaus Michael Meyer-Abich (philosopher, energy expert and member of PEK atomic energy; 20.4.2010), Wolf-
Peter Schill (energy modeller, DIW; 15.7.2016), Nico Bauer (energy modeller, PIK; 22.1.2015), Alexander 
Popp (energy modeller, PIK; 25.9.2015), Elmar Kriegler (energy modeller at PIK; 25.9.2015), Jan C. Minx 
(energy & environmental policy expert, Mercator Institute, formerly IPCC; 25.9.2015), Julia Repenning 
and Ralph O. Harthan (energy modellers, Öko-Institut; 31.10.2016), Sabine Gores (energy modeller, 
Öko-Institut; 26.10.2016), Felix Matthes (energy modeller, head of Öko-Institut; 31.1.2016) 

French civil servants and politicians (interviews 23-26) 

Dominique Chauvin (head of sustainability at Total, member of several public energy forecasting exercises; 
16.7.2016), anonymous interviewee (civil servant, ministry of economy, formerly ministry of ecology; 
interview by Alain Nadaï, 24.11.2016), anonymous interviewee (energy modeller, Ademe; 2.2.2017), 
anonymous interviewee (civil servant at ministry of economy, formerly ministry of ecology; conducted 
with Alain Nadaï, 26.4.2017)

German civil servants and politicians (interviews 27-30) 

Klaus Töpfer (former minister of environment; 29.4.2010), Reinhard Loske (former member of parliament, 
member of PEK climate; 27.4.2010), Martin Weiss (civil servant and energy expert, ministry of environ-
ment; 18.7.2016), Kai Kuhnenn (energy expert, formerly at UBA; 15.7.2016)

Aykut



36

Organising Policy-Relevant Knowledge for 
Climate Action: Integrated Assessment Modelling, 
the IPCC, and the Emergence of a Collective Expertise 
on Socioeconomic Emission Scenarios

Béatrice Cointe
IK Centre for Technology, Innovation and Culture, University of Oslo, Norway/beatrice.cointe@tik.uio.no

Christophe Cassen
Centre International de Recherche sur l’Environnement et le Développement (CIRED), CNRS, France

Alain Nadaï
Centre International de Recherche sur l’Environnement et le Développement (CIRED), CNRS, France

Abstract
Greenhouse gas emission scenarios are key to analyse of human interference with the climate system. 
They are mainly produced by one category of computer models: Integrated Assessment Models (IAMs). 
We analyse how IAM research organised into a community around the production of socio-economic 
scenarios during the preparation of the IPCC AR5 (2005-2014). We seek to describe the co-emergence 
of a research community, its instruments, and its domain of applicability. We highlight the role of the 
IPCC process in the making of the IAM community, showing how IAMs worked their way to an influent 
position. We then survey three elements of the repertoire that served to organise collective work on 
scenarios in interaction with the IPCC and the European Union, and which now frames the community 
and its epistemic practices. This repertoire needs to articulate epistemic practices with the pursuit of 
policy relevance, which shows how epistemic communities and patterns of co-production materialise 
in practical arrangements.

Keywords: climate change, models, scenarios, repertoires, epistemic community

Introduction
The apprehension of possible futures is a crucial 
part of how we understand and tackle climate 
change. Long-term quantitative scenarios are one 

of the main devices used for this apprehension. 
They are mobilised as descriptions of “plausible 
trajectories of different aspects of the future that 
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are constructed to investigate the potential conse-
quences of anthropogenic climate change” (IPCC, 
undated). Among such scenarios, greenhouse gas 
emission scenarios, usually associated with socio-
economic narratives,1 play a pivotal role – here we 
refer to them as ‘socioeconomic emission scenar-
ios’. They map possible evolutions of the drivers of 
climate change, and are used as input for climate 
models and as a basis for assessing climate policy 
options. Successive sets of socioeconomic emis-
sion scenarios have informed IPCC Assessment 
Reports since 1990, serving as references across 
climate research communities (Moss et al., 2010; 
O’Neill and Nakicenovic, 2008). They provided the 
backbone of the assessment of mitigation in the 
IPCC Fifth Assessment Report (AR5) (IPCC, 2014a). 
But how are such scenarios made?

Socioeconomic emission scenarios are now 
almost exclusively produced using one type of 
models labelled ‘Integrated Assessment Models’ 
(IAMs), to the extent that it is difficult to consider 
the scenarios and the models independently. 
IAMs are large-scale, complex numerical models 
that represent interactions among environmental, 
technological and human systems in a single 
integrated framework. They are used to generate 
quantified scenarios about the long-term evolu-
tions of these interactions, usually on a global 
scale. To do so, they integrate contributions from 
various disciplines, among which environmental 
sciences, economics and engineering, with 
the express intention to inform policy-making 
(Weyant et al., 1996). In the AR5, they are opposed 
to other approaches to scenario generation, such 
as qualitative scenarios or aggregated models for 
cost-benefit analysis (Clarke et al., 2014: 422). 

Most IAMs emerged in the 1990s. They have 
developed and expanded over the past 15 
years, and a dedicated research community has 
gradually formed around them. IAM research is 
now a rather prominent source of expertise on 
climate change policy, as suggested by its central 
position within the latest report of the IPCC 
Working Group III (WG III), dedicated to mitiga-
tion. In this paper, we analyse how IAM research 
has organised around the production of socio-
economic scenarios during the period leading up 
to the publication of the IPCC AR5, from 2005 to 
2014. This episode was about the production of 

specific kind of knowledge on the future as much 
as about the definition of IAMs as a category of 
models and as a field of research. By retracing it, 
we seek to understand the establishment of IAMs 
as central devices in the production of climate 
projections, and, it follows, that of IAM research as 
legitimate expertise on climate action. 

IAMs – and expertise on climate change miti-
gation more broadly – have received limited 
attention from STS scholars. So far, only a handful 
of STS publications have scrutinised them (Wynne, 
1984; Shackley and Wynne, 1995b; Edwards, 1996; 
Lövbrand, 2011; Weszkalnys and Barry, 2013; Beck 
and Krueger, 2016). Yet, their central position 
within the IPCC, their intrinsic interdisciplinarity 
and their overt ambition for policy-relevance 
make them particularly intriguing objects from an 
STS standpoint. 

As a first step into the exploration of this object, 
our objective is to characterise IAM research in 
terms of its social, material, theoretical and insti-
tutional organisation: what is it, and how did it 
take shape? How does its vocation for policy-
relevance translate in this organisation, and in 
its relations with institutions such as the IPCC or 
the EU? Like Knorr-Cetina (1999) in her analysis 
of epistemic cultures, our focus is on the organi-
sation of knowledge production rather than on 
the content and circulation of knowledge. Our 
paper is thus meant as a contribution to studies 
of the social as an instrument in the production 
of knowledge and to practice-oriented accounts 
of the constitution of scientific communities and 
fields. It investigates the emergence, stabilisation 
and dynamics of research communities as related 
to the applications of their research, especially 
when such applications have to do with policy. 
In that, it joins up with recent attempts to unpack 
the making of epistemic communities (Akrich, 
2010; Lorenz-Meyer, 2010; Meyer and Molyneux-
Hodgson, 2010; Demortain, 2017).

We rely on a qualitative study combining 
document analysis, interviews and ethnographic 
observation. We identified the research teams 
involved, retraced the chronology of the produc-
tion of socioeconomic emission scenarios for 
the AR5, and collected materials related to the 
events and projects that contributed to it (reports, 
presentations, articles). One of us had first-hand 
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knowledge of some of these projects as a member 
of CIRED’s IAM team since 2008. We also partici-
pated in IAM-related conferences, and interviewed 
15 modellers and experts from seven institu-
tions to understand the individual and collective 
aspects of their work and get insights into the 
evolutions and challenges of IAM research.2 

The first section clarifies our take on the IAM 
community and explains how we relate to work 
on epistemic communities, on the interface 
between climate science and policy, and on the 
collective dynamics of scientific research. We then 
retrace the history of the interactions between 
IAM research and the IPCC and relate how IAMs 
came to play a central role in the preparation of 
the latest IPCC report. Following this historical 
account, we look closer into the details of IAM 
research, first pointing out the heterogeneity 
across IAM models, and then analysing elements 
in the repertoire that enabled the constitution of 
a coherent community out of this heterogeneity. 

Investigating the co-emergence 
of a policy-relevant science 
and of its applications
This paper is interested in how integrated assess-
ment modelling holds together as a research 
community sharing a reliance on a type of large, 
complex numerical models labelled as IAMs and 
an ambition for climate policy-relevance. Our 
focus is on the collective organisation and estab-
lishment of an emerging research community as a 
policy-relevant field. 

In studies of the science-policy interface, the 
concept of epistemic communities is prominent. 
The most influential definition of the term is that 
proposed by Peter Haas: epistemic communi-
ties as “network[s] of professionals with recog-
nized expertise and competence in a particular 
domain and an authoritative claim to policy-
relevant knowledge within that domain or issue 
area” that share both a set of epistemic values 
and an orientation towards specific policy action 
(Haas, 1992: 9). While Haas’s conceptualisation 
of epistemic communities explicitly draws on 
sociological approaches to the collective dimen-
sions of scientific activities (such as Fleck’s notion 
of ‘thought collective’ and Kuhn’s paradigms), he 

used it primarily to introduce knowledge and 
expertise as relevant factors in the analysis of 
international politics, especially on environmental 
issues. His focus was on what epistemic communi-
ties do, rather than on how they are made. Since 
then, the notion has been taken up widely, with 
various reinterpretations (Lorenz-Meyer, 2010). In 
particular, it has been applied to the analysis of 
climate change as a global political issue largely 
framed by scientific expertise (Godard, 2001). 
Edwards (1996) argued that global comprehen-
sive modelling (including both IAMs and Earth 
System Models) contributed to the emergence 
of an epistemic community by acting as a 
vehicle for shared knowledge, values, tools and 
data. Some studies of the IPCC have also relied 
on the epistemic community model to analyse 
the production of usable scientific knowledge 
on climate change and its institutionalization 
(Hughes and Paterson, 2017).3 

IAM research is based upon trust in scientific 
knowledge and upon academic standards of vali-
dation; it has an ambition for policy-relevance; 
and it is a significant contributor to the IPCC 
reports, hence part of recognized expertise on 
climate issue. It can then be considered as part 
of a climate science epistemic community. It 
may even constitute an epistemic community in 
its own right, with distinct standards and norms 
of validation and, possibly, its own channels of 
policy influence, but so far, little is known of these 
standards, norms and validation. Our objective is 
to explore and understand the specificities of IAM 
research: what distinguishes it from other types 
of climate-related science? How is it organised? 
What does its authority within climate change 
expertise rely on? In other word, we seek to inves-
tigate how IAMs and socio-economic emission 
scenarios are made, which we consider a prerequi-
site to analysing how they are used and to inquire 
into the precise nature of their interactions with 
policy-making. 

Our approach raises two questions related to 
different topics of research in STS. The first relates 
to diversity within climate science. While climate 
science has expanded dramatically over the past 
few decades, few studies have tried to unpack 
the plurality of scientific perspectives that make 
it up, and the relationships among them. Detailed 
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analyses of the making of climate knowledge have 
tended to focus on the natural science side of 
climate research, and especially on Global Circula-
tion Models (GCMs). Shackley and Wynne (1995a, 
1995b), Shackley et al. (1999) and Demeritt (2001) 
have analysed how GCMs came to dominate 
climate science in a context of “mutual construc-
tion of climate science and policy” (Shackley and 
Wynne, 1995a) and of their expectations towards 
one another. However, when it comes to expertise 
on climate change adaptation and mitigation 
(that is, the domains of WG II and WG III of the 
IPCC), we know much less (Hulme and Mahony, 
2010). Recent studies have mapped the research 
networks and disciplines involved in WG III of the 
IPCC (Corbera et al., 2015, Hughes and Paterson, 
2017), but with a focus on personal trajectories 
and institutional affiliations, rather than on the 
scientific perspectives, instruments and practices 
used. Investigating IAM research as one of the 
scientific approaches represented within WG III – 
and a particularly influent one – is a step towards a 
more refined understanding of climate expertise. 

Our practice-oriented approach relates to a 
second STS question, which has to do with the 
emergence of scientific communities and in 
particular epistemic communities. Early labora-
tory studies tended to shun approaches in terms 
of scientific community: instead of imposing 
abstract, predefined social units to the descrip-
tion of science, they argued, one should focus 
on empirical accounts of scientific practices and 
emphasise the multiple relationships in which 
such practices are entangled (Knorr-Cetina, 
1982). Since then, STS have re-appropriated the 
notion of scientific community. While rejecting 
the characterisation of such communities as 
“focused largely on shared theories and constitu-
tive of a discipline or field” (Leonelli and Ankeny, 
2015: 702), they approach them from a practice-
oriented perspective, providing material and 
situated accounts of the collective organisation 
of research (Molyneux-Hodgson and Meyer, 2009; 
Meyer and Molyneux Hodgson, 2010; Leonelli 
and Ankeny, 2015; Merz and Sormani, 2016). 
Similarly, STS have seized the notion of epistemic 
community with a view to enriching it. Meyer and 
Molyneux-Hodgson (2010), Akrich (2010) and 
Demortain (2017) have all pointed out a lack of 

research on how epistemic communities emerge 
and how they produce knowledge, share it, and 
make it relevant for policy: epistemic communi-
ties often appear as finished products, that is as 
homogeneous and readily available when policy 
problems emerge. This leaves behind the question 
of how policy-relevant research is produced and 
stabilised. Meyer and Molyneux-Hodgson (2010) 
suggest that we view epistemic communities 
as dynamic entities and call for studies on how 
they come into being, how they are made and 
materialised. This amounts to investigating how 
scientific knowledge is made so as to be policy-
relevant and how scientists organise to act with 
knowledge. More broadly, this is an invitation to 
study the joint emergence and structuration of 
research and of its domains of applicability, espe-
cially when these domains of applicability have to 
do with policy-making. 

IAM research appears particularly suited to take 
such analyses further: it predominantly takes place 
in academic settings, but its vocation for policy 
usefulness is explicit (Shackley and Wynne, 1995b: 
122; Edwards, 1996; Weyant et al., 1996). It is also 
in large part organised in project-based collabora-
tions of various types, such as large model inter-
comparison projects, EU-funded consortia, or 
contributions to the work of the IPCC. This entails 
specific conditions for knowledge production. For 
instance, in an analysis of the European Commis-
sion-funded project ADAM, Eva Lövbrand showed 
how integrated assessment modellers involved 
in the project aligned their scientific objectives 
with the European Commission’s expectations, 
providing assessments that supported (rather 
than challenged) the EU’s policy goals; but, in so 
doing, they opened new research questions and 
expanded their scientific horizons (Lövbrand, 
2011: 232-233). 

To account for the peculiar dynamics and 
organisation of IAM research, we borrow Leonelli 
and Ankeny’s notion of ‘repertoires’ (Leonelli and 
Ankeny, 2015). Repertoires are shared sets of 
norms, infrastructures, procedures and resources 
that successfully adapt to the broader research 
and funding context, and that come to structure 
the development of communities committed to 
using them. Leonelli and Ankeny are interested 
in how some temporary projects perpetuate 
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into lasting communities. For them, the notion 
of repertoire “captures what happens when 
specific projects become blueprints for the way 
in which whole communities should do science” 
(Leonelli and Ankeny, 2015: 705). By communi-
ties, they refer to “group[s] of individuals brought 
together by repeated interaction around one or 
more goals, which can range from the pursuit 
of a given interest to the production of a tool, 
the development of a procedure, or the use of 
a common space (whether physical or intellec-
tual)” (Leonelli and Ankeny, 2015: 702). We use the 
term in a similar way when we refer to ‘the IAM 
community’. Our objective is to map out how such 
a community emerged out of punctual projects, 
and what shared repertoire holds it together. 
However, contrary to the biological research 
communities that Leonelli and Ankeny study, IAM 
research is almost constantly concerned with its 
relevance and applicability: constructing policy-
relevance is part of the work of establishing a 
repertoire. 

The centrality of policy-relevance in the organi-
sation of the IAM community shows in the type of 
projects in which the repertoire emerged. Indeed, 
these were largely driven by the agenda of the 
IPCC, especially in the preparation of the AR5, and, 
to a lesser extent, by requests from the European 
Commission to assess options for climate policy. 
The involvement of IAMs within the IPCC process 
thus appears as a key driver in the constitution 

of the repertoire of IAM research. The following 
section retraces the history of this involvement 
with a focus on how IAMs became central to the 
production of socioeconomic scenarios within the 
IPCC process.    

The production of socioeconomic 
emissions scenarios for the 
AR5: a catalyst for structuring 
the IAM community 
Socioeconomic emissions scenarios and 
IAMs in the IPCC AR5
IAMs have played a significant role in the AR5 
(Edenhofer et al., 2014: 48), where they are 
described as “invaluable to help understand how 
possible actions or choices might lead to differ-
ent future outcomes” (Edenhofer et al., 2014: 51), 
that is as guides for political decision. Two types of 
IAM-generated scenarios appear in the AR5. First, 
four ‘Representative Concentration Pathways’ 
(RCPs) representing contrasted possible emis-
sion trajectories to 2100 served as input for the 
elaboration of new climate change projections by 
climate models (IPCC, 2013: 164, 1060). They were 
produced by four IAMs. Second, IPCC WG III col-
lected a database of 1184 peer-reviewed socio-
economic scenarios (IPCC, 2014b). Thirty models 
contributed to the scenario database, with eleven 
providing 966 out of 1184 scenarios (IPCC, 2014a: 
1309-1310). 

Box 1. Climate science acronyms

GCM: General Circulation Models are physics-based models of the atmosphere and ocean, used for 
weather forecasting, to study the climate, and to generate long-term projections of climate change.

ESM: Earth System Models are natural sciences-based models that represent biogeochemical cycles 
(especially the carbon cycle) in addition to the climate system. 

IAM: Integrated Assessment Models draw on engineering, economics and natural sciences to represent 
interactions between human, technological and environmental systems. They are used to produce socio-
economic emission scenarios and to assess global climate policy options. 

IAV: Impact, Adaptation and Vulnerability is a heterogeneous field that studies the vulnerability and 
adaption of socioeconomic and natural systems to the consequences of climate change, often at a 
regional rather than global scale.

IPCC: The International Panel on Climate Change, created in 1988, regularly produces overview of peer-
reviewed climate science. It does not produce research and it claims to be policy-relevant, but not policy-
prescriptive. It comprises three Working Groups: WG I on the physical basis of climate change; WGII on 
impacts, adaption and vulnerability; WG III on mitigation.
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The use of IAMs to produce such scenarios 
specifically in view of IPCC assessment reports 
was not a novelty, though it gained importance 
in the AR5. The website of the Integrated Assess-
ment Modeling Consortium (IAMC), a key forum 
for IAM research, mentions the involvement of 
IAMs as early as the First Assessment Report, and 
portrays the histories of IAMs and of the IPCC as 
intertwined: 

Development and analysis of global to regional 
and country scenarios have been at the heart of 
integrated assessment modelling from its earliest 
days: scenarios to underpin the 1st Assessment 
Report of the IPCC were elaborated with 1st 
generation IAMs. (IAMC Website, undated)

Looking back to the early days of the IPCC, this 
section shows how the production of socioeco-
nomic emissions scenarios drove the develop-
ment of IAMs and their involvement in the IPCC 
process. This intensified in the late 2000s, when 
the IPCC delegated the production of scenarios 
to the ‘scientific community’ (IPCC, 2006), and 
through the intermediary of a few IAM teams. 

The historic role of IAMs in the production 
of IPCC socioeconomic emissions scenarios 
In 1988, the IPCC received a mandate from the 
UN General Assembly to produce regular assess-
ments of the physical impacts and climate policy 
aspects of climate change in order to inform pol-
icy-makers. Over its first four Assessment Reports, 
the IPCC has orchestrated the elaboration of three 
generations of socioeconomic emissions scenar-
ios used as references for the evaluation of future 
climate change, its impacts, and its techno-eco-
nomic implications. 

The first two generations of IPCC socioeco-
nomic emissions scenarios, the SA90 and IS92 
(Leggett et al., 1992) were produced respectively 
in 1990 and 1995, as part of the IPCC’s First and 
Second Assessment Reports. They were produced 
using the two main IAMs operational at the time: 
ASF, developed by the EPA in the US, and IMAGE, 
developed by the Dutch National Institute for 
Public Health and the Environment (RIVM). 

In 2000-2001, the preparation of the Third 
Assessment Report (TAR) was a turning point 
regarding the substance of scenarios. Their 

construction was recognized as a means for organ-
ising and communicating the uncertainties asso-
ciated with climate policy. Four storylines were 
developed using a forward-looking approach: 
first, describing socioeconomic driving forces, 
then modelling resulting emissions and atmos-
pheric concentrations of greenhouse gas and 
aerosols. The reference scenarios were published 
in 2000 in the Special Report on Emissions Scenarios 
(SRES) (Nakicenovic et al., 2000).4 They served as 
references in the Third and Fourth IPCC assess-
ment reports (IPCC, 2001; 2007). In a sequential 
approach, the SRES scenarios provided emissions 
trajectories both for climate models (using them 
as input to project the magnitude and pattern 
of climate change) and for impact models 
(using them as input to evaluate climate change 
impacts).

The productions of SRES scenarios mobilised 
more modelling teams than the two previous 
generations of scenarios. Six IAMs were selected 
to develop reference scenarios: MESSAGE, IMAGE, 
MARIA, AIM, MiniCam, ASF. These models were 
developed in research institutes focusing on 
modelling environment and climate issues that 
were based in Europe (IIASA, RIVM), in Japan (RITE, 
NIES) and in the US (PNNL, EPA). 

The SRES provided a first opportunity for IAM 
teams to work together. It also brought crucial 
upstream inputs for the two other IPCC Working 
Groups (Interview 6). The International Institute 
for Applied Systems Analysis (IIASA) played a 
central role. Founded during the Cold War to 
foster collaborations between scientists from 
the East and the West, IIASA builds upon a long 
tradition in the modelling of energy and environ-
mental systems initiated in the 70s. Researchers 
in these fields have participated in IIASA’s Energy 
Systems Program over the years. In the 90s, 
energy research and climate research began to 
merge and grew increasingly involved in the IPCC. 
Nebojsa Nakicenovic, head of the “Transitions to 
New Technologies Project”, gradually emerged as 
a leading figure. Together with Bert de Vries (head 
of the IMAGE team at RIVM), he took on a major 
role in the coordination of the SRES as convening 
lead author. 
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Socioeconomic scenarios for the AR5: a new 
approach 
The preparation for the Fifth Assessment Report 
(AR5) started in 2004, even ahead of the publica-
tion of the Fourth. The IPCC wanted to develop 
a new approach to socioeconomic emissions 
scenarios and, subsequently, to the interactions 
between IPCC and IAMs. Indeed, faced with criti-
cism of the limitations of the SRES scenarios (Web-
ster et al., 2003; van Vuuren and O’Neill, 2006), the 
IPCC acknowledged the need for new ‘emissions 
scenarios’ following the AR4. In 2005, it created a 
Task Group on New Emission Scenarios (TGNES) to 
study the matter. In 2006, the TGNES suggested 
a parallel approach to scenarios production asso-
ciating the communities of climate modelling, 
Impact Adaptation and Vulnerability (IAV) and 

IAMs for the AR5 (Fig.1, Box 2). The IPCC endorsed 
this strategy at the Noordwijkerhout expert meet-
ing in 2007 (Moss et al., 2008).

IAM teams, especially those that played a 
leading role in the SRES process, were significantly 
involved in both the TGNES (9 out of 31 members) 
and in the and in the preparation of the Noordwi-
jkerhout meeting.

The delegation to IAMs: a catalyst for 
community-making  
Alongside discussions about the production of 
new emissions scenarios, debates focused on the 
role of the IPCC in their development.6 The IPCC 
had directly organised the development of the 
previous sets of socioeconomic scenarios. This 
time, the options favoured following the expert 
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Figure 1. The AR5 new scenario approach (Source: IPCC, 2007)

Box 2. The “parallel approach” to scenarios

The parallel approach adopted for the AR5 process was intended to address the limitations of the SRES 
scenarios, especially the delay required to use the scenarios in studies of impacts, adaptation, and vulner-
ability (Parson et al., 2007; Moss et al., 2010) and the difficulty for models to completely reflect storylines 
decided separately from model construction. This new approach started with the selection of four RCPs, 
from available scenarios in the IAM literature. The RCPs were finalised after a huge work of harmoniza-
tion with climate scientists. They were supposed to help develop new set of climate model simulations 
“at the same time that new work [was] carried out in the Integrated Assessment Model (IAM) and Impact, 
Adaptation and Vulnerability (IAV) communities” (van Vuuren et al., 2008). They served as references for 
the evaluation of socioeconomic implications and climate policy options by IAMs for the AR5 WG III5. IAM 
played a central role throughout this process, as they produced both RCPs (4 out of the 6 used in the 
SRES) and socioeconomic emissions scenarios for WG III. 
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meetings were for the IPCC to simply facilitate 
or coordinate the development of new socio-
economic emission scenarios by independent 
researchers, rather than carry it out itself. This 
was seen as a way to avoid a technocratic process 
while guaranteeing the independence of the IPCC 
and the work across Working Groups. 

At its 25th Session in 2006, the IPCC delegated 
the preparation of those scenarios to the 2research 
community” describing itself as a “catalyst” for 
scenario production (IPCC, 2006). Lobbying from 
the research community weighed in the decision. 
Our interviews suggest that IAM teams infor-
mally convinced the IPCC bureau, in particular 
the co-chair of the IPCC, Rajendra Pachauri, that 
they were able to convene the process. A group 
of modelling teams from IIASA and NIES, headed 
respectively by Nebojsa Nakicenovic and Mikiko 
Kainuma (who had both played a key role in the 
SRES), together with John Weyant (director of the 
Energy Modeling Forum, in Stanford), decided to 
establish a specific consortium to that end, the 
IAMC. 

So, we had convinced Pachauri and the bureau 
during the four workshops on scenarios during 
the AR4, this is in preparation for the next round 

essentially, we could do it. Toward the end of the 
period Pachauri told us: I know you guys want 
to do this, but you do not have any funding and 
support. He wanted to be sure we could make it. 
So, a few of us, N. Nakicenovic, M. Kainuma, got 
together overnight and said: we are starting a new 
institution, and we are going to have the Integrated 
Assessment Modelling teams and we are going 
to call it the Integrated Assessment Modeling 
Consortium with annual meetings, scientific 
assessment committee and so on. (Interview 11)

The IAMC was formally created in 2007 and a con-
sortium agreement was elaborated with the IPCC. 
It is overseen by a “Scientific Steering Committee” 
comprising the three founding teams, PNNL, as 
well as several European (PBL/the Netherlands, 
PIK/Germany, FEEM/Italy) and Southern teams 
(IMA/India, ERI/China, UFRJ-COPPE/Brazil). The list 
of participants in the IAMC overlaps with that of 
lead authors in the contribution of WG III to the 
AR5, particularly those of chapter 6 on “trans-
formation pathways”, which was based on IAM 
outputs. So-called “transformation pathways” – 
IAM-generated scenarios – served as a red thread 
to ensure the overall coherence of the report, and 
researchers working with scenarios were spread 
out as authors across the chapters (Interview 3).

Cointe et al.

Figure2. Formal organisation of interactions between IAMC, IPCC and the IAM community during the AR5 
process. Many people circulate across institutions and are involved in several of these groupings.
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The main role of the IAMC is the coordination 
of research activities within the IAM community, 
initially focusing on the preparation of RCPs. The 
IAMC itself does not produce scenarios or conduct 
research. The scenarios referenced in the AR5 
were produced either by individual teams (as 
in the case of RCPs) or in a series of Model inter-
comparison projects (MIPs). MIPs have been a 
regular feature of IAM research since the early 
90s, in particular those organised by the Energy 
Modeling Forum (EMF). The EMF is a point of 
reference with an “enormous convening power 
on [the IAM] community” (Interview 4), and two 
sessions related to climate change took place 
within the AR5 timeframe (i.e. between 2004 
and 2014). A new feature in this period was the 
increasing role of European projects funded 
by the Commission within the 7th research 
Framework Programme, which pushed for evalu-
ation of the 2°C target as it was the backbone of 
EU climate policies (Lövbrand, 2011). EU-funded 
projects largely focused on estimating the possi-
bility to comply with the 2°C objective and the 
related mitigation costs according to the ambition 
of countries’ commitments or the availability of 
low carbon technologies among major emitters 
from North and South countries (Table 1). The 
outcomes of these projects were collected into 
dedicated databases, published in peer-reviewed 
publications, and assessed by the IPCC WG III (Fig. 
2). These scenarios provided the backbone for the 

Table 1. Model Intercomparison Projects contributing to the AR5 database (adapted from IPCC, 2014a: 1311)

Modelling 
Intercomparison 

Projects
Date Type Leader Teams  Models

Scenarios 
in the AR5 
database

ADAM 2006-2009 EUFP6 Tyndall Center 7 5 15

EMF22 2008-2009 EMF session Stanford University 23 17 70

AME 2009-2011 International PNNL 17 27 83

POeM 2008-2011 EUFP7
Chalmers Univ 
of Technology 

8 3 4

RECIPE 2008-2010 European PIK 4 3 18

EMF27 2010-2013 EMF session Stanford Univ 24 17 362

ROSE 2010-2012
Stiftung-Mercator 

funded
PIK 5 4 105

AMPERE 2011-2014 EUFP7 PIK 23 14 378

LIMITS 2011-2014 EUFP7 FEEM 13 7 84

GEA 2008-2012 IIASA IIASA 2 2 1

WG III report on mitigation (IPCC, 2014a; interview 
5).   

Since the early 90s, the production of socioeco-
nomic emission scenarios has fostered collabora-
tions among IAM teams. This was in large part a 
result of the demand from the IPCC for reference 
socioeconomic emission scenarios and, in the 
preparation of AR5, for a wide range of emission 
scenarios testing diverse options for climate 
policy. The preparation of the AR5 was a milestone 
in the structuration of the IAM community: it 
framed the production of a new generation of 
socioeconomic emission scenarios as a commu-
nity-wide effort and gave more attention to IAMs 
than previous report. What are the specificities 
of this community, and what holds it together, 
aside from the participation in the production of 
emission scenarios? 

Variety and convergence 
among IAMs  
From the account of the interactions between the 
IPCC and the IAM community, IAM research can 
appear as a relatively small and close-knit field, 
comprising of about 30 teams that regularly col-
laborate in projects. However, taking a closer look, 
the IAMs referred to in the AR5 turn out to be 
quite diverse: they do not constitute a homogene-
ous category. In this section, we review the specif-
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icities of IAMs and outline what such specificities 
entail in terms of talking of an IAM community.

The heterogeneity of IAMs 
IAMs share a few characteristics: their complex-
ity, their global scale, the fact that they represent 
both physical and social phenomena, their voca-
tion to “help understand how possible actions or 
choices might lead to different future outcomes” 
(Edenhofer et al., 2014: 51), and their use of eco-
nomics as a basis for decision-making. Beyond 
these similarities, IAMs encompass a wide diver-
sity of approaches to modelling, which is reflected 
across the thirty models referenced in the AR5 
(Clarke et al., 2014: 422). Our point here is not to 
map this diversity or discuss classifications of IAMs 
– a task best undertaken by modellers themselves 
(Dowlatabadi, 1995; Weyant et al., 1996; Hourcade 
et al., 2006; Crassous, 2008; Clarke et al., 2014; 
Lefevre, 2016) – but to point to some manifesta-
tions of the disparate character of the IAM cate-
gory besides the technical features of models. 

First, integrated assessment modelling is 
interdisciplinary by definition. It shows in the 
backgrounds of modellers: among those we 
interviewed, aircraft engineering, physics, 
economics, applied mathematics, biology, opera-
tions research, environmental sciences, chemistry 
and government studies are represented (and 
sometimes combined). All IAM teams and models 
integrate elements from several disciplines, 
but they do so in different ways, and it tends to 
influence modelling choices and methods.

Second, whereas GCMs share a common 
physical basis, there is no single unifying theory 
of integrated assessment. Integrated assessment 
modelling borrows from various intellectual 
traditions, including energy systems modelling, 
macroeconomic forecasting and systems 
dynamics. Models vary in their architecture, in 
their philosophy and in the type of questions they 
are designed to address, with clear differences 
between natural science or engineering-based 
models and economics-oriented ones (Risbey et 
al., 1996: 372). 

For instance, IMAGE is a geographically explicit 
simulation model that started from a systems 
dynamics approach. It has a distinctly environ-
mental science orientation and a rather detailed 
energy system module:

With IMAGE, our vision is to represent the world as 
much as possible in terms of the physical reality, 
so I prefer to describe the agricultural system in 
number of cows and the tons of cereals that are 
produced, and I’m not very interested in how many 
euros are produced, because the connections to 
the environmental change parameters are the cows 
in the area. (Interview 7)

By contrast, ReMIND, developed at PIK in Pots-
dam, started as an economic model to study 
endogenous technological innovation dynamics, 
and evolved to incorporate details on different 
energy technologies; it is now coupled to a land-
use model developed in the same institute. In 
Italy, the FEEM’s WITCH model is “a spin-off, essen-
tially” in the tradition of Nordhaus’ RICE model,7 
to which it added elements on technological pro-
gress as well as game-theoretical structure (Inter-
view 12b). 

Each IAM carves its own niche along the way. 
Common theoretical filiations, inclusions of 
modules from other models, shared assump-
tions, and other forms of kinships and coupling 
make the precise classification of IAMs a difficult 
business. IAMs tend to incorporate bits and pieces 
from different disciplines and intellectual tradi-
tions from which they build their own internal 
logic and relevance. These evolution patterns 
deserve further investigation, but IAMs appear to 
evolve through a complex interplay of available 
skills and interests, orientations given by funding, 
and research questions and insights that emerge 
along the way (Interview 10). 

Differences across models affect the type 
of questions each model can address and the 
messages that can be derived from its outputs. 
Different IAMs have different strengths and limita-
tions, and they are not all tailored to say the same 
things – though some limitations are shared by 
all, for instance the focus on technology change 
instead of lifestyle change or the reliance on 
economics as a basis for decision-making. 

Increased cooperation across IAM teams 
In such a disparate landscape, common ground 
cannot be taken for granted. The need for com-
mon standards and procedures, especially for 
model evaluation, was already pointed out in the 
beginnings of IAM research in the 1990s (Risbey et 
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al., 1996). It remains a matter of reflection to this 
day (Schwanitz, 2013; Wilson et al., 2017). 

At the same time, attempts at defining common 
standards indicate a will to orchestrate efforts so as 
to be able to speak as a community. From its early 
days, integrated assessment was conceived as a 
collective enterprise benefitting from a “healthy 
diversity of modelling approaches” that it was 
a good strategy to “maintain and extend” (Toth, 
1995: 266). The challenge was – and still is – to 
articulate coherent messages out of this plurality, 
because the vocation of IAM research is to feed 
into the policy process (Weyant et al., 1996: 366). 
Though the IAM landscape has evolved, Risbey et 
al.’s diagnosis (1996) seems characteristic of the 
ambitions of IAMs: 

As a community we need to establish norms and 
procedures that distinguish good analyses from 
bad ones, to be more reflexive about our own 
analyses, and to make all efforts to guard against 
our analyses falling prey to political expediency. 
Otherwise, we run the risk of not being heard at all, 
or of speaking with the wrong voice in the political 
clamor over climate change (Risbey et al., 1996: 
370, emphasis added)

In fact, the unifying principle behind IAM research 
does not lie in a core theoretical basis, but in the 
dual ambition to represent complex systems 
through a combination of disciplinary insights 
and to provide policy-relevant assessments – but 
its legitimacy to do so rests on epistemic grounds 
whose soundness needs to be collectively guaran-
teed. This distinctive feature of IAM research has 
largely shaped its collective organisation. It can 
account, at least partly, for the prominence of col-
lective projects and institutional hubs in the IAM 
community. Institutions such as the EMF in Stan-
ford, which has coordinated model intercompari-
sons since the 1970s, or IIASA, where many IAM 
researchers have spent time (Corbera et al., 2015), 
have served as nodes for sharing and compar-
ing modelling perspectives and results. The IPCC 
seems to constitute a similar nodal point for IAM 
research. Corbera et al. (2015: 96) have analysed 
patterns of authorships in WG III, showing that a 
small number of researchers co-author regularly 
with each other; most have contributed to several 
IPCC reports, suggesting they may have organised 

their career around the IPCC process. Out of the 
top 20 authors in this group, we identified a dozen 
as directly involved in IAM research networks.8 

Since the mid-2000s, contacts and common 
projects have multiplied, driven by the 
momentum provided by the preparation of the 
AR5 and by a series of EU-funded projects on 
climate mitigation options. Networks that used to 
be separate have merged (Interviews 4, 12a, 12b), 
and interactions across teams have intensified 
and stabilised. The following section analyses the 
repertoire that emerged and stabilised as IAMs 
were mobilised to produce scenarios in view of 
the AR5, and how it contributed to the organisa-
tion of the IAM community. 

The IAM community’s repertoire
Several large projects took place between 2005 
and 2014 (Table 1), which was a period of intense 
collective activity for IAM researchers who worked 
on the RCPs and were expected to assess a range 
of mitigation scenarios. These projects were 
framed both by demands from the IPCC (a new 
generation of reference socioeconomic emission 
scenarios; an evaluation of the implications of a 
2°C target), and by the EU’s request for science-
based support for its own climate policy objectives 
(Lövbrand, 2011). They stimulated cooperation, 
intensified interactions across IAM teams, and led 
to the setting up of devices and institutions to 
work with the heterogeneity of IAMs. These were 
not only crucial in the preparation of the AR5, 
they have remained in place to this day. They now 
shape the way IAM research is carried out, and 
delineate the IAM community: they constitute a 
‘repertoire’ enabling the continuation of collec-
tive work, framing common goals and standards, 
and ensuring the transferability and legitimacy of 
IAM results (Leonelli and Ankeny, 2015). In this last 
part, we focus on the three main features of this 
repertoire: the IAMC, the organisation of work in 
Modelling Intercomparison Projects, and scenario 
databases. All address the same core challenge of 
IAM research: extracting a policy-relevant mes-
sage out of diverse modelling approaches and 
philosophies. 
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The Integrated Assessment Modeling 
Consortium (IAMC)
The IAMC is a sui generis institution that has 
become a central node in the collective organi-
sation of IAM research. It was created in 2007 to 
coordinate the production of RCPs for the IPCC 
but outlived this purpose to become a community 
organisation. As one of its founders summarised, 
“we are trying to do our own community, this is 
the role of IAMC now” (Interview 11).

From the start, the IAMC served as a forum 
to discuss the evaluation of modelling outputs 
in reaction to external requests and to organise 
relationships with end-users of scenarios, chiefly 
climate scientists. The coordination of the RCP 
process required the harmonisation of scenarios 
produced by different IAMs and their adaptation 
to the needs of the climate scientists who would 
use them. Once the RCPs were ready, the IAMC 
broadened its scope to become a proper disci-
pline organisation. As one modeller recalls: 

All these people that were coming to the IAMC 
and were not part of the RCP development – I 
didn’t know why they were coming, because 
on our annual meetings we were all the time 
discussing the RCPs. And so, a couple of years ago, 
we decided to completely reform the IAMC into 
a much more useful organisation, which is now 
this discipline organisation, similar to the AGU 
[American Geophysical Union] for geoscience. So, 
we want to become this discipline organisation 
which organises this annual conference to look into 
interesting topics and to share knowledge. Also 
at other moments of time, we have our working 
groups to help the community. (Interview 7)

The IAMC convenes annual meetings since 2008, 
and the number of attendees is slowly, but regu-
larly, increasing. These meetings consist in an 
open conference, after which ‘Scientific Work-
ing Groups’ meet to discuss issues at the core 
of the practice of integrated assessment, such 
as data protocols, shared model documenta-
tions, or model evaluation and diagnostics. While 
actual work on these issues mostly takes place 
within specific projects (Interview 12a), the IAMC 
serves to bring it together in front of the whole 
community.9 

The IAMC gradually established itself as a focal 
point for IAM research, “the central point where 
everything should go” and “the organisation that 
should coordinate activities” (Interview 12b). It 
provides an arena for negotiating and stabilising 
the epistemic culture of integrated assessment 
modelling as well as an institutional embodiment 
of the IAM community. All the same, it is a young 
organisation without permanent funding, which 
depends on the financial resources made available 
by member organisations. This limits its capacity 
to undertake much work beyond communication 
and meetings. The community remains largely 
dependent on government-funded projects for 
its activities. The IAMC also lives in the shade of 
better-known institutions such as the IPCC or 
IIASA: “it still needs to be credited” because “no 
one knows about it” (Interview 12b).

Model Intercomparison Projects (MIPs)
A significant part of IAM research occurs in MIPs. 
They aim to compare the outputs and behaviours 
of several models and to test how they react to 
specific sets of assumptions. Though inspired by 
climate science practices, this type of project is 
quite specific to the IAM community. The EMF has 
regularly organised such model intercomparisons 
since the 1990s, but the practice intensified and 
institutionalised during the preparation of the 
AR5. 95% of the scenarios considered in the report 
of WG III in the AR5 were generated in nine MIPs 
(Table 1). Each of these projects brought together 
more than a dozen of modelling teams from all 
over the world, strengthening interactions among 
them. Two were organised by the EMF, which 
coordinates but does not directly fund research; 
five were funded under the EU Framework Pro-
grammes. The EU-funded projects constituted a 
change in the scale and scope of MIPs, bringing 
European teams closer together and enabling 
their growth. 

Participation in model intercomparisons, 
especially those convened by the EMF, is, as the 
leader of one team told us, “a matter of pedigree” 
(Interview 4): it is a sign that you belong to the 
community and that your model is recognised 
by this community. Besides, with the multiplica-
tion of EU-funded MIPs in the late 2000s, these 
projects have become one of the main sources of 
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funding for IAM teams. They are also one of the 
main venues for collaboration across teams, influ-
encing the organisation of IAM research. Because 
MIPs seek to pool together and make comparable 
scenarios produced by very different models, 
they entail both practical and theoretical reflec-
tions about the organisation and verification of 
modelling. 

MIPs as they developed since the late 2000s 
tend to follow a similar pattern. Work is divided 
into several work packages, and it is shared 
between a project coordinator, leaders of work 
packages, and the rest of the participants. Starting 
from a central question, protocols are estab-
lished to analyse sub-questions in separate work 
packages that define which types of scenarios 
need to be generated. 

[Protocols] change, of course, because they answer 
to different questions, but the structure is the same 
to isolate factors. Questions change but this is the 
same matrix with two axes: one axis with climate 
policy, typically 2°C, and on the other axis you 
have what you want to understand: technology, 
policy, structure, anticipation… and then you have 
scenarios – from 10 to 20 – in the matrix. The matrix 
has scenarios which are compulsory, optional. 
(Interview 12b)

The production of scenarios follows a standard 
protocol based on the comparison of policy sce-
narios against baselines without climate policies. 

In a first step, a diagnostic describes how 
models differ in their response to climate policy, 
looking for instance at the rate of emission reduc-
tions for a given carbon price trajectory. Diag-
nostics aim at identifying patterns of model 
behaviour and contributing to their validation. 
This was inspired by the Coupled Model Inter-
comparison Project (CMIP) in climate science10, 
as a consequence of the parallel process of 
scenarios production for the AR5 that encouraged 
exchanges across climate research communities. 
Scenarios assumptions are then implemented in a 
chosen set of models. This requires some harmo-
nization across models in order to manage global 
uncertainty. Scenarios are generated by models 
and results analysed and compared in each work 
package, and each work package leader has 

scrutiny over the protocol and the processing of 
data.  

MIPs entailed intense collaborations, fostering 
mutual learning about the specificities of each 
IAM. They drove improvements in model docu-
mentation and evaluation that helped to map 
and characterise differences between models. 
They contributed to the development of common 
modelling practices across teams and fostered 
innovation.

MIPs result in the production of sheer numbers 
of scenarios, and the need to manage them 
contributed to the development and stabilisation 
of another key element of the repertoire of the 
IAM Community: scenario database.

Scenario Databases
The first initiatives to constitute databases of 
socio-economic and emission scenarios date back 
to the 90s, but the practice gained prominence 
in the late 2000s. Here again, the development 
of standardised, publicly available scenario data-
bases can be traced to the AR5 process. A first 
database was elaborated to gather the RCPs and 
make them available to their users. A second IPCC-
related database followed, to collect scenarios 
as part of the preparation of the report of WG III, 
which planned to use them to map “the solution 
space” (Edenhofer, 2014). 

In 2012, WG III issued an open call for scenarios: 
IAM teams were invited to submit socioeconomic 
emission scenarios for consideration by WG III. 
To be included in the database, scenarios had 
to meet a series of criteria: being peer reviewed, 
providing a minimum set of mandatory variables, 
scenario documentation, or coming from “formal 
energy-economic or integrated assessment 
models” with a large coverage of energy sectors 
(IAMC, 2012). The data template (an excel file) 
gathered general instructions, the description 
of the scenarios, a model classification and data 
breakdown by models/regions/variables every ten 
years until 2100.

These two databases are hosted on IIASA 
servers. IIASA has devoted human resources to 
the maintenance and operation of the databases 
in coordination with the IAMC (Interview 12a; 
Guivarch 2016, personal communication). A 
web-based infrastructure was built to enable 
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modellers to upload their results and to allow 
outside users to access the data. It includes 
detailed information about the purpose of the 
database, the regions and sectors covered, the list 
of MIPs that contribute to the database, etc. (e.g. 
IPCC, 2014b) 

With such infrastructure available, most MIPs 
now gather scenarios in similar databases. These 
are built according to similar templates and 
usually hosted on the same IIASA server, though 
not all of them are public. The evolution towards 
more standardised data management indicates 
an increasing professionalization of IAM-based 
scenario production, with a move from spread-
sheets to big databases.

While we previously, fifteen years ago, would 
run 3-4 scenarios and submit them via an Excel 
spreadsheet, and somebody would make – at hand 
– a PowerPoint presentation out of it, now we have 
these tools where we submit to a database, maybe 
20 scenarios from each team, people have R scripts 
where they are able to pick up directly all kinds 
of analyses from these databases… So, we have 
become much more professional. (Interview 7)

Databases shape IAM research in several ways. 
First, they are tools for scientific research: they 
serve to organise collaboration, allow for rapid 
checking of errors in reported data, and have 
become “standards to read data” that modellers 
“use for themselves” as “a way to learn the model” 
(Interview 13). Second, they pool and order sce-
nario data, making it available in usable forms. 
Some databases are public, and anyone can access 
the data and work with it: modellers consider they 
“make a huge service to other scientific communi-
ties” by creating and maintaining them (Interview 
10). Third, the increased reliance on standardised 
database encourages a degree of convergence in 
modelling approaches.

Last, these databases pool together scenarios 
from a set of diverse models and organise them 
according to standardised templates, making 
them easily available. However, they do not stand 
alone: to work with them meaningfully, one must 
have a sense of how scenarios were produced, to 
answer which questions, and by which models. 
This is mostly transmitted informally, via discus-
sions and mutual understanding fostered by 

regular interactions (Interview 5). The databases 
lose part of their meaning when separated from 
the collective that contributed to them, and in that 
respect subtly demarcate the IAM community. 
Integrated assessment modellers thus sometimes 
blame those who use the database without having 
access to this informal knowledge for treating 
these datasets “as numbers that are all the same”, 
or as “statistical samples”, whereas “to do justice to 
the database you would need to go through all 
the study protocols” (Fieldnotes, 2015b).  

Effects of the repertoire: professionaliza-
tion and convergence
The IAMC, MIPs and scenario database all 
emerged during the period of preparation of the 
IPCC AR5, largely as tools to organise the contribu-
tion of IAM research to it They have perpetuated 
and they play a crucial role in the current configu-
ration of IAM research, shaping day-to-day work 
within research groups, collective organisation, 
and communication with external audiences. 
Modellers argue that the field has become “more 
professional” owing to the consolidation of this 
repertoire (Interview 7). Interactions among teams 
are more sustained and institutionalised, leading 
to better cross-knowledge of the strengths and 
weaknesses of models and to less heated debates 
about basic modelling approaches (Interviews 4, 
7). The repertoire seems to allow for the articula-
tion of common purposes. In particular, it has ena-
bled a coordinated reflexion on model evaluation 
to eventually take place (Schwanitz, 2013; Wilson 
et al., 2017), mostly within MIPs but also via the 
IAMC and its scientific working groups. This comes 
with added visibility – and scrutiny – for IAMs and 
their results, especially since some scenario data-
bases are publically available.

All the same, the consolidation of a repertoire 
for IAM research generates its own challenges and 
constraints. As Leonelli and Ankeny (2015: 706) 
noted: 

The adoption of a repertoire unavoidably creates 
strong commitments to particular techniques, 
assumptions, values, institutions, funding sources, 
and methods, which although initially productive, 
can sometimes act as constraints to future 
integration and innovation.
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MIPs contributed to a proliferation of scenarios, to 
the extent that “[we might] reach a point where no 
two papers will use the same reference scenarios” 
(Fieldnotes 2015b). More crucially, the shared pro-
tocols of intercomparison and the standardisation 
required for inclusion in databases lead to a form 
of convergence and “group thinking” (Interview 7) 
that some critics consider as insularity (Fieldnotes 
2015a; Interview 6). One widely acknowledged 
issue is that this organisation of research favours 
the investigation of common questions, the repro-
duction of scenarios, hence the development of 
similar features across models, to the expense of 
the improvement of models and the exploration 
of their core specificities (Interviews 5, 13). The 
convergence of research agendas is reinforced 
by the IAM community’s current dependence on 
EU funding, which directs research towards the 
assessment of specific climate policy objectives, 
such as the 2°C or 1.5°C targets (Interviews 12b, 
13). 

Conclusions 
As part of an investigation of how the socioeco-
nomic emission scenarios used to study human 
interference with the climate are produced, we 
have studied the research community that works 
on them. This community is unified not only by 
the scenarios that it produces, but also by the 
fact that it uses models labelled as IAMs to do so. 
Despite constituting a heterogeneous set of mod-
els, these IAMs are all interdisciplinary models 
with a vocation for policy-relevance. 

We have shown how interactions within the 
IAM community have intensified and organised 
since 2005, spurred by the IPCC and the EU. The 
elaboration of the IPCC AR5 was instrumental 
in this process. When the IPCC delegated the 
preparation of new scenarios to the scientific 
community, IAM researchers were on the front 
line: RCPs used by climate models were generated 
by IAMs, and so were the socioeconomic emission 
scenarios assessed by WG III. As for the EU, it 
funded several large IAM projects to inform and 
support its climate policy and to feed into the 
IPCC process; these enabled IAM research groups 
to capitalise on existing collective arrangements 
like the EMF, and to develop new methods and 

tools for cooperation, thereby equipping the defi-
nition of IAMs as a category of models. 

Last, we analysed three elements of the reper-
toire that emerged during this period of intense 
collaboration: the IAMC, Model Intercompar-
ison Projects, and scenario databases. These are 
now central to the way integrated assessment 
modellers do research. They frame epistemic 
practices and demarcate the IAM community. This 
repertoire organises harmonisation and profes-
sionalization as well as increased interpersonal 
and informal exchanges. We showed how it seeks 
to articulate the technicity and diversity of IAMs, 
the ambition to combine the variety of perspec-
tives they offer, and the need for transparency 
heightened by their ambition to inform policy. 
This repertoire was also shaped by an ambition 
for policy-relevance that is constitutive of IAM 
research and that translated in close ties to the 
IPCC agenda. Indeed, it was developed during 
projects that were largely driven and framed 
by the preparation of the IPCC AR5. As a result, 
on top of framing common epistemic practices, 
the repertoire ensures that IAM research works 
towards specific applications – namely, informing 
climate policy choices. We have thus analysed 
the emergence and organisation of one applied 
science. This leads us to a set of empirical obser-
vations that raise general issues about applied 
sciences and their relations to their expected 
users.

The applied character of IAM research and 
its ambition for policy-relevance materialise 
in its symbiotic relationship with the IPCC. The 
IPCC acts as a communication channel between 
climate negotiations and climate science, as well 
as among climate research communities; it has 
become a central feature in the organisation of 
climate change research itself. This is particularly 
striking in the case of IAM research, whose origins 
story ties the evolution of IAMs to that of IPCC 
reference scenarios. We showed how the IPCC 
plays in the orientation, rhythm and domain of 
applicability of IAM research, but also that IAM 
researchers were heavily involved in the IPCC 
process, thereby influencing it, particularly during 
the AR5 process. This interrogates the demarca-
tion between research and assessment at the core 
of the IPCC, at least in the case of WG III. To an 
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extent, the separation between the two activities 
seems artificial and mostly institutional, especially 
when many researchers are involved, and influen-
tial, in both. 

All the same, and however difficult it is to 
maintain, the demarcation comes with constraints 
that partly shaped the repertoire of the IAM 
community. It led to the creation of an interme-
diary institution, the IAMC, to coordinate the 
preparation of RCPs. The peer-review criteria 
imposed a deadline for the publication of project 
results. Last, the choice by WG III to assess “the full 
breadth of baseline and mitigation scenarios in 
the literature” (Edenhofer et al., 2014: 51) spurred 
the creation of a scenario database, a practice 
which has now become a standard of multi-teams 
IAM projects. 

The joint construction of the IAM community 
and of the applications for IAM research also 
appears through the influence of the EU. Since the 
mid-2000s, most of the funding for European IAM 
teams came from MIPs funded by the DG Research 
Framework Programmes (FP6 and FP7). These 
projects stimulated interactions among teams 
and heightened the need for common databases 
and protocols. The need for comparability and the 
expectations from the EU inevitably influenced 
IAM research priorities. 

By describing this process, we have shown 
how the IAM community worked its way to its 
current position in the academic landscape and 
with respect to climate change discussions. This 
position, we suggest, rests upon the articulation 
of epistemic practices with the pursuit of policy 
relevance. Emphasising this articulation as consti-
tutive of certain scientific communities can inform 
a dynamic conception of epistemic communi-
ties as scientific communities that manage the 
balance and tensions between epistemic practices 
and policy relevance. 

In the case of IAMs, the vocation for policy-
relevance does not necessarily curtail scientific 
dynamism. Lövbrand (2011) found that the ability 
of modellers to align to the European Commis-
sion’s expectations actually opened new scien-
tific perspectives. Similarly, the repertoire that 
was constituted to enable IAM research to meet 
demands from the IPCC and the EU seems to 

stimulate research and to give IAM teams “an 
innovation boost” (Interview 4).  However, the 
positioning of IAM research as policy-relevant 
also generates constraints and tensions, especially 
since policy framing and priorities evolve. For the 
IAM community, maintaining and reinforcing its 
current position implies adjusting to the dynamics 
of assessment and policies, which could come at a 
cost for research in the long-run. For instance, since 
the 2015 Paris Agreement, international climate 
negotiations focus on bottom-up initiatives and 
national mitigation policies, rather than on global 
action. IAMs being less suited for studies at the 
national scale, the IAM community seeks to assert 
its relevance in the face of competing expertise. 
In the context of EU funding, it is also expected to 
assess increasingly stringent climate objectives, 
such as the 1.5°C, and de facto contributes to their 
institutionalisation even when models have to be 
pushed to their limits to achieve them (Beck and 
Mahony, 2017; Interview 13). 

Our analysis of the emergence, workings and 
dynamics of  ‘epistemic communities’ complement 
studies on the co-production of climate futures, 
because they account for the way patterns of 
co-production take shape and evolve. It provides 
a necessary basis to analyse the uptake of IAM 
results in the policy process and the implications 
of the IAM community’s presumably dominant 
position within climate expertise.
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Notes
1 Emission scenarios project the evolution of greenhouse gases emissions and the resulting atmospheric 

concentrations on the basis of socioeconomic hypotheses. Socioeconomic narratives are coherent sets 
of assumptions about the evolution of key socioeconomic variables (such as world population or GDP). 
The distinction is not always clear-cut: for instance, the SRES scenarios perform both functions (Naki-
cenovic et al., 2000). As the emission scenarios we consider all rely on socioeconomic assumptions, we 
refer to them as “socioeconomic emission scenarios”, while acknowledging that the status and origins of 
the socioeconomic assumptions underpinning them may vary.

2 We interviewed researchers from COPPE/UFRJ, NIES, PBL, PIK, EMF, FEEM, and the IPCC WG III Technical 
Support Unit between 2015 and 2017 (Appendix 2). Observation took place during the Conference 
“Our Common Future Under Climate Change”, Paris, July 2015 and at the Eighth meeting of the IAMC, 
Potsdam, November 2015.

3 According to Hughes and Paterson (2017), analyses of the IPCC in terms of epistemic community tend to 
emphasise the need for a separation between scientific production and political action, whereas those 
viewing the IPCC as a boundary organisation stress the interrelations between science and politics.

4 Special reports provide assessments of a specific issue related to climate science or policy. They generally 
follow the same structure as a volume of an Assessment Report. 

5 Further integration between RCPs, climate model results and IAMs failed, as the new socioeconomic 
narratives, the so-called Shared socio-economic pathways (SSPs), were not ready on time (Kriegler et al., 
2012; Moss et al., 2010; van Vuuren et al., 2012).

6 New emissions scenarios for the IPCC process were discussed in workshops in Washington (January 
2005), Laxenburg (July 2005) and Seville (March 2006).

7 RICE (Regionally Integrated Climate-Economics) is an economics-based model initially developed by 
Nordhaus in the 1990s.

8 As is the case for the IPCC more broadly, IAM research mostly takes place in developed countries. While 
there are IAM teams and WG III authors from developing countries, they usually have strong links with 
institutions based in developed countries (e.g. having spent time there or using models based on those 
of developed countries teams) (Corbera et al., 2015; Vardy et al., 2017)

9  However, those in charge of a specific Scientific Working Groups are often in charge of the same issue 
within projects. For instance, one of the co-chairs of the “data protocol and management working group” 
oversees the database infrastructure at IIASA; and two of the co-chairs of the “scenario working group” 
are representatives of the IAM Community in the “Scenario-MIP project”.

10  https://cmip.llnl.gov/index.html [accessed 31/01/2018]; on collective practices in climate science, see 
Guillemot (2007), Sundberg (2010) and Edwards et al (2011). 
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Appendix 1 - Acronyms
AR: Assessment Report 
AR4: Fourth Assessment Report
AR5: Fifth Assessment Report
EMF: Energy Modeling Forum
EPA: Environmental Protection Agency 
FEEM: Fondazione Eni Enrico Mattei
GCM: General Circulation Models 
IAM: Integrated Assessment Models 
IAMC: Integrated Assessment Modeling Consortium 
IIASA: International institute for Applied System Analysis
NIES: National Institute for Environmental Studies
PIK: Potsdam Institute for Climate 
PNNL: Pacific Northwest National Laboratory
RCP: Representative Concentration Pathway
RITE: Research Institute of Innovative Technology of the Earth
RIVM: National Institute of Public Health and the Environment
SRES: Special Report on Emissions Scenarios 
TAR: Third Assessment Report

Appendix 2 – List of interviews
1 IPCC author, background in engineering and economics

2 Modeller, IPCC author, member of IAMC Scientific Committee, background in applied mathematics 
and physics

3 Modeller (land-use), IPCC contributor, background in biology

4 Modeller, IPCC author, member of IAMC Scientific Steering Committee, background in physics

5 Former member of the IPCC Working Group III Technical Support Unit

6 Emeritus professor, former modeller, IPCC author, background in chemistry

7 Modeller, leader of an IAM team, background in chemistry and environmental science

8 Modeller (climate policy), background in economics and earth and life sciences

9 Junior modeller (climate and energy policies), background in climate studies

10 Modeller, background in economics

11 Coordinator of EMF, IPCC author, member of IAMC Scientific Steering Committee, background in 
engineering

12a Modeller, IPCC author, background in environmental economics and operations research

12b Modeller, IPCC author, member of IAMC Scientific Steering Committee, background in engineering 
and economics

13 Modeller, background in applied mathematics and economics

14 Modeller (economics), background in economics

15 Climate scientist
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Abstract
Global models of agriculture act as the epistemic basis for quantitative foresight, which guides 
international policymaking and research on agriculture. With the new political sociology of science 
as a backdrop, this article studies the actors who develop and use these models through the lens 
of field theory. Contributing to the dialogue between the neo-institutionalist field theory and its 
Bourdieusian version, it describes the structure and the dynamics of the strategic action field of 
modelling organizations, using the Bourdieusian notions of ‘succession’ and ‘subversion’ to refine 
the characterization of challengers. It also discusses the insights of the Bourdieusian concept of 
‘homology’ to analyse the relations between the field of model producers and the field of model 
users. Whereas Bourdieu provides a primarily descriptive account of homologies, which are close 
to a “social magic without magicians” for Roueff, the present text describes magicians doing the 
work of producing homologies. Some modelers use intercomparison to reduce competition 
and to have their models used in the field of global governance, thus strategically producing 
homologies, while resolving the main modelling conflict of the field. These actors benefit from 
the recent evolution of the modelling field under the influence of climate change, to behave as 
what Fligstein and McAdam have called ‘institutional entrepreneurs’. The article concludes that 
field theory makes it possible to describe the co-construction of a range of models developed by 
competing organizations and the controversial making of global agricultural governance. Doing 
so, it complements the co-production framework, which often focuses on a given site of expertise 
production and a site of global governance.

Keywords: field theory, global modelling, intercomparison, agriculture, climate change

Introduction
The 2008 economic and financial crisis shook the 
agricultural sector. A sudden rise in global agri-
cultural prices (mainly grains) and massive acqui-
sition of farmland by foreign investors hit several 

developing countries, and fanned the flames of 
political disputes in the so-called Arab Spring. 
This crisis reminded us of the vulnerability of 
agro-food systems that have become globalized. 
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Climate change and the financialization of agri-
cultural markets creates concerns that resource 
pressures, and resulting episodes of agricultural 
and food price volatility, would become more fre-
quent. In this troubled context, economic models 
of world agriculture are the primary knowledge 
tools that decision-makers use to reflect on the 
future of agriculture and to arbitrate between pol-
icy options at an international scale. The accuracy 
of these models is under scrutiny by experts from 
the Food and Agriculture Organizations of the 
United Nations (FAO), the World Bank, the Inter-
national Food Policy Research Institute (IFPRI) – a 
research institute in economics part of the Consul-
tative Group in International Agricultural Research 
(CGIAR) – and more broadly within the academic 
field of agricultural economics, dominated by 
American, European, and Chinese universities. 
The 2008 crisis questions the way these models 
are elaborated and evaluated, and by whom. Yet, 
if the role of models in the global governance of 
agriculture is crucial, they have received less focus 
than in the cases of finance (McKenzie, 2006) or cli-
mate change (Dahan, 2007).

The co-production framework (Jasanoff, 2004) 
helps to understand the politics of models. 
Models are ‘mediators’ between theory and the 
real system (Morgan and Morrison, 1999). They 
stabilize a state of the art on a given topic in order 
to build prospective scenarios, which are increas-
ingly used by decision-makers in a normative 
fashion. Based on a specific set of knowledge 
and assumptions, they contribute to ‘perform’ 
public policies in a specific way (Armatte, 2010; 
Henriksen, 2013). Previous work has shown how 
models of world agriculture based in neoclas-
sical theory lay the groundwork for scenarios 
which offer a limited set of options for the future. 
As small-scale agriculture is ‘invisibilized’ in such 
models (Leblond and Trottier, 2016), the scenarios 
they enable to develop tend to promote tech-
nology-intensive agriculture over agroecology, 
and free-trade over food sovereignty (Fouilleux, 
2010; Cornilleau, 2016). Hence, economic models 
represent certain ‘worlds’ that they help perform 
through scenario building. But why are certain 
models deemed more legitimate than others? 
What are the mechanisms of the competition 

between different models of a given problem, 
such as world agriculture?

In line with the new political sociology of 
science, I seek to complement the co-production 
framework by stressing the “unequal distribu-
tions of power and resources” (Frickel and Moore, 
2006: 10) in modelling activity. The co-production 
perspective, by paying symmetrical attention to 
the “dominant point of view” and the “marginal-
ized alternatives” (Jasanoff, 2004: 280), has already 
worked in this direction. Research inspired by 
Desrosières (2008) has analysed the production 
and use of alternative statistics, using the concept 
of ‘statactivism’ (Bruno et al., 2014; Kurunmäki 
et al, 2016). An actor-network theory approach 
(Callon, 1986) has highlighted the drivers of the 
success of a model, defined as its ability to enrol 
users at an early stage of scenario development 
(Kieken, 2004). These studies focus respectively on 
the attempts to create alternative quantifications 
(i.e. the “marginalized alternatives”), or on the 
modalities of a success (i.e. the “dominant point 
of view”). In this article, I use a complementary 
perspective to document inequalities in modelling 
activity. My goal is to map the field of modelling 
organizations (research institutes, international 
organizations, ministries of agriculture), and to 
enlighten how world agricultural models are 
being hierarchized. Inspired by previous research 
on metrics (Paradeise and Filliatreau, 2016), I use 
neo-institutionalist field theory (Fligstein and 
McAdam, 2012) while borrowing some concepts 
to Bourdieu (2015). If these perspectives rely on 
different hypotheses (Martin, 2003), the former 
was inspired by the latter. In both cases, a field is 
defined as a socially structured space of positions, 
organized through a struggle over what is specifi-
cally at stake in the field.

As the results of the modelled foresight are 
intended to circulate among experts and deci-
sion-makers, competition between models 
cannot be analysed only at the level of modelling 
organizations themselves. Models are part of the 
toolbox that States and stakeholders (companies, 
NGOs, modelling organizations themselves) use 
to influence the making of the global governance 
of agriculture. The introduction of ‘good practices’ 
(Bernstein and Van der Ven, 2017) encourages 
stakeholders to use quantified indicators in 
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advocacy and lobbying strategies, which explains 
the increased competition between indicators of 
world problems (Rottenburg et al., 2015), as in the 
case of women’s rights (Merry, 2016). Field theory 
accounts both for the dynamics in a given social 
space, and for the interactions with other social 
spheres: the modelling field can be analysed 
per se, and in interaction with the academic 
field or the field of global governance. This is 
different from the ecology of knowledge (Akera, 
2007), which describes how forms of knowledge 
co-produce institutional hierarchies, yet does not 
address the dynamics within science and within 
society. Field theory is also more appropriate to 
analyse the competition between models than 
a market-based approach, which has been used 
on standards (Reinecke et al., 2012; Fouilleux, 
Loconto, 2017). World agricultural models interact 
with economic stakes1, but they are mostly 
evaluated in scientific (they are deemed credible) 
or political (they are deemed legitimate) terms. 
A last advantage of field theory is its potential 
to illuminate the international dimension of the 
modelling field. Sociologists (Bigo, 2011, Go and 
Krause, 2016) stress that the internationalization 
of a field is non-linear, and that interactions with 
national stakes are decisive. 

A field exists only if the space of interactions 
structures actors’ behaviour to such an extent 
that it becomes a relevant level for analysis. Semi-
structured interviews with modelers showed that 
they situated their models in relation to others, 
and their representation of this space shaped the 
way they evaluated their own tools. Interviews 
gave insight into the topologies of the field: actors 
define the boundaries and the structure of the 
social space they moved within, and they describe 
their efforts to improve their position within it. In 
order to get a sense of what is at stake at the inter-
national level of this field, I conducted interviews 
both with representatives of national (French) and 
international modelling organizations. To map 
the positions of each modelling organization, and 
to track the circulation of models in governance 
and expertise, I analysed reports and minutes 
from an international research group – the Global 
Economics Team of the Agricultural Models Inter-
comparison and Improvement Project (AgMIP). 
This gave me access to debates amongst modelers 

about the evaluation and expected uses of their 
tools. The Global Economics Team of the AgMIP 
initially (2011-2013) included modelers from 
international organizations and US, Australian, 
Japanese, German, and Dutch research organi-
zations, with ten models represented2, while the 
French modelling team joined the exercise in its 
second phase.

My argument has a three-part structure. In the 
first section, I show that the field of global agricul-
tural models is not autonomous: its evolution is in 
sync with the ‘climatisation’ (Aykut et al.., 2017) of 
agricultural policies and research, i.e. the political 
demand that they take climate change into 
account. I describe how this ‘climatisation’ incites 
newcomers to enter the modelling field and how 
they tried to challenge the incumbent models. 
In the second section, the homologies between 
the field of model producers and the field of 
model users (including modelling organizations 
themselves) are highlighted: using a credible 
and legitimate model has direct effects on the 
position that institutions hold in the field of global 
governance. Last, I seek to explain the mecha-
nisms standing behind these homologies, which 
are close to a “social magic without magicians” in 
Bourdieu’s theory (Roueff, 2013). However, there 
are magicians here, and they play a central role. 
This last section shows these magicians at work: 
modelers who benefit from the recent evolution 
of the field and behave as ‘institutional entre-
preneurs’ (Fligstein and McAdam, 2012). They 
use intercomparison within the AgMIP to reduce 
competition between models and to facilitate the 
circulation of their own models in the political 
field, thus producing homologies between the 
two fields, while solving the main conflict in the 
modelling field. I conclude that this amended 
field theory is a complement to the co-production 
framework, which has analysed jointly a given site 
of expertise and a site of global governance. 

The ‘climatisation’ of the field 
of global agricultural models
This section presents recent shifts in the field of 
global agricultural models. It has changed under 
the imperative to integrate climate change. This 
‘climatisation’ of the modelling field went hand 
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in hand with a change in its structure. A conflict 
emerged between two different traditions: the 
equilibrium models’ tradition focused on the 
economy was challenged by the integrated mod-
els’ tradition, which better represented the links 
between the economy and climate change. 

From trade to climate: Models and the inter-
national agenda of agriculture
For Bourdieu, as well as for Fligstein and McAdam, 
a field is only partially autonomous from other 
fields, and inter-field relationships influence the 
structure and dynamics of a given field. Fligstein 
and McAdam (2012) think of inter-field relation-
ships in terms of their embeddedness within each 
other3, from the macro level (e. g. the global gov-
ernance field) to the micro level (e. g. an office in 
the department of a State), and compare fields to 
‘Russian dolls’4. The modelling field is not auton-
omous from the global governance field, and 
can be considered as one of its subfields. Global 
agricultural models have changed in accordance 
with shifts in international agricultural policies; 
they initially focused on the trade agenda and 
on the preparation of a ‘Doubly Green Revolu-
tion’ (Cornilleau and Joly, 2014), only to change 
their orientation when climate change became a 
priority. 

The trade agenda determined the first shift 
in economic agricultural models. In the 1970s, 
two categories of economic models coexisted: (i) 
time series models, which describe the dynamics 
of physical aggregates over time, whereas the (ii) 
first equilibrium models, which compute prices by 
balancing global supply and demand, appeared in 
the context of the 1974 world food crisis (Cornil-
leau, 2016). At the end of the 1970s, economists 
from agro-exporter countries (mostly from the 
United States of America (USA)), from the Organi-
zation for Economic Cooperation and Develop-
ment (OECD) and from the IFPRI questioned 
the ability of time series models to simulate the 
impacts of trade policies on domestic agricul-
tural prices. The reason for this was that agricul-
tural trade liberalization was under examination 
in these countries and organizations, before the 
first steps of its implementation were negoti-
ated at the Uruguay Round (1986-1994) of the 
General Agreement on Tariffs and Trade (GATT). 

Equilibrium models5 ended up mediating contro-
versies on trade, notably on the level of agricul-
tural subsidies in the USA versus in the European 
Economic Community in the 1980s (Fouilleux, 
2000). American universities and research insti-
tutes played a leading role in the development of 
these equilibrium models. The US Department of 
Agriculture and the Ford Foundation funded the 
International Agricultural Trade Research Center 
(IATRC), a think tank whose goal was to equip 
the OECD and the GATT negotiations with the 
economic toolkit that delegitimized subsidies and 
led to trade liberalization in agriculture (Joly and 
Lacombe, 2017). The US also supported networks 
of modelers working on the development of an 
international agricultural database, such as the 
Global Trade Analysis Project (GTAP) created in 
1991 at the Purdue University in interaction with 
the FAO and the OECD (Leblond and Trottier, 
2016; Dorin and Joly, 2019), which is still widely 
used today. In the 1990s, equilibrium models 
were developed by other institutions for different 
purposes, such as the IFPRI with the International 
Model for Policy Analysis of Agricultural Commod-
ities and Trade (IMPACT) in 1995. This model 
became a flagship for the IFPRI, which supported 
foresight aiming at funding international agri-
cultural research around the project of a “doubly 
Green Revolution”, thanks to its format empha-
sizing the promises of technologies (Cornilleau, 
2016). This brief genealogy6 shows how economic 
models are both tools of proof and tools of power 
to defend national, or institutional, interests in the 
making of international agricultural policies.

The field of global agricultural models 
underwent another major change, which is at 
the heart of this article. Agricultural models have 
received renewed attention since the 4th report of 
the Intergovernmental Panel on Climate Change 
(IPCC) concluded in 2007 that agriculture is both 
a major driver of climate change and an area 
particularly affected by it, with worrying impacts 
on food security. Decision-makers now expect 
models to allow them to reflect on the interac-
tions between agriculture, food, energy, and the 
environment. The ‘climatisation’ of the agricul-
tural agenda had a counterpart in the ‘climatisa-
tion’ of the modelling field, which is twofold. First, 
equilibrium models seek to better represent the 
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environment and climate change by relying on 
agroecological zones instead of political divides 
(such as countries or regions) and they tend to 
adopt a modular structure (what enables them 
to add modules representing the environment). 
Second, integrated models, another modelling 
tradition7 grounded in the Club of Rome perspec-
tive focused on the interactions between human 
activities and the environment, were increasingly 
seen as more credible to represent the environ-
ment than equilibrium models, which conceive of 
agriculture as an industrial sector. This was all the 
more the case that in the 2000s, integrated models 
sought to provide more details on the equilibrium 
of the economy, hence undermining equilibrium 
models’ added value. These evolutions8 show 
that the boundaries and the structure of the field 
evolved after the ‘climatisation’ of agriculture. 

Incumbents and challengers in the ‘clima-
tised’ modelling field
The structure of the modelling field is defined by 
the relative positions of modelling organizations 
according to the ‘capital’ (Bourdieu, 2015) of their 
model. Each model positioned in the field draws 
its properties from other models, and these rela-
tions are conveyed in the formalism of models. 
There is a consensus on the capital specific of the 
field, on “what is at stake”, and on the ‘rules’ of the 
field (Fligstein and McAdam, 2012: 10-11), i.e. mod-
elers agree on a broad definition of what a good 
model is, and on the ways for a model to improve 
its value and its position in the field. 

Part of this consensus is a recognition of the 
shortcomings inherent to these models. Modelers 
recognize that the existing theories are inad-
equate to describe the complexity of the agri-
cultural and food system at a global scale. They 
nonetheless have to translate them into models 
via a set of equations linking the variables that 
determine global agricultural production (popula-
tion, eating habits, urbanization, etc.) and global 
food consumption (yield or production estimates, 
price elasticities9, etc.). Once a representation 
of agriculture established, data are not always 
available10, and are often of poor quality11. Conse-
quently, modelers evaluate models through two 
channels: (i) the reputation of the model in the 
academic field, assessed through peer review, 

(ii) the model’s ability to help decision making 
through quantified scenarios. The modelling 
field interacts closely with the academic field 
and the political field, and the capital specific to 
the modelling field depends on the amount of 
capital obtained in these two fields: a good model 
is a model which is deemed both credible and 
legitimate. Scenario building is the main source 
of revenue: dominant modelling teams reinvest 
the profits they make with scenarios in improving 
their model (by adding a new module for 
instance), which then helps them find new clients, 
and thus improve their position in the field. This 
creates a hierarchy, with models “which received 
a seal of approval” and “dominate whatever the 
subject is” (in a modeler’s terms) above the others. 

The following subsection describes the 
dynamics of the field since its ‘climatisation’. 
First, integrated models tried to benefit from the 
new framework to improve their position and to 
challenge the ‘incumbents’ of the field, i.e. equilib-
rium models (Fligstein and McAdam, 2012). Then, 
other challengers use ‘subversion’ or ‘succession’ 
strategies (Bourdieu, 2015). 

Integrated models challenge 
equilibrium models
Two models were characterized by interviewees 
as dominant, stemming from different model-
ling traditions (equilibrium models vs. integrated 
models): the IFPRI’s IMPACT model, and the Global 
Biosphere Management Model (GLOBIOM) devel-
oped since 2008 by the International Institute 
for Applied System Analysis (IIASA). The IIASA is 
a research institute created in 1971 to conduct 
research on ‘world problems’ in the context of the 
Cold War, which became a major research institute 
in the modelling of climate change (Dahan, 2007).  
Although they come from different traditions, 
they both changed to be more relevant to the ‘cli-
matized’ agenda and now have a similar modular 
form and both propose a spatialization of their 
results. IMPACT transformed its partial equilib-
rium format into a modular structure, and uses 
agroecological zones. As for GLOBIOM, it relates 
human activities (food, fiber, energy, industry) 
with both environmental and economic equilib-
riums. IMPACT has long dominated the field and 
still benefits from its “return on investment”, in a 
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modeler’s terms. It has become a reference tool 
for providing foresight on food security and mal-
nutrition. However, it has been deemed less rel-
evant than GLOBIOM to provide scenarios on the 
interactions between agriculture, environment, 
and energy, as it uses a database representing 
both forests and farming. According to interview-
ees, IMPACT would be threatened if GLOBIOM 
were able to improve the way it represents food 
security:

– You were saying that GLOBIOM is the most 
dominant model?
[…] It is a dominant model in terms of publications, 
and in terms of the issues dealt with: […] they’ve 
got farming, they’ve got a very good forestry 
model, etc. […] GLOBIOM is heavily requested by 
the European Commission and has been chosen 
to evaluate everything that has to do with biofuels 
issues. […] [But] IMPACT is always the model 
used to evaluate food security. So GLOBIOM on 
the issues of food security has not reached that 
supremacy yet, but given what and how much 
they publish … The farming and climate variability 
issues are blind spots for food security issues and 
IMPACT does not have that at all. […] So in a couple 
of years, GLOBIOM will certainly strongly compete 
with IMPACT on those issues.

The ‘climatisation’ of the field has helped chal-
lengers compete with incumbents, and GLOBIOM 
has improved its position in the field, accumulat-
ing both scientific and political capital quickly. 

Subversion and succession attempts 
Not all models are as successful as GLOBIOM when 
entering the ‘climatised’ field. I use Bourdieu’s 
(2015) concepts of ‘subversion’ and ‘succession’ 
to describe their strategies. Some new entrants 
try to challenge the dominant actors by offering 
a slightly different definition of what is at stake in 
the field, i.e. a subversion strategy. For example, 
French modelling organizations put more empha-
sis on the analytical power of models and their 
heuristic use. They see foresight as a way “to con-
struct desired futures and test their consistency 
and viability” with the help of models, which is 
typical of the French foresight culture (Dorin and 
Joly, 2019). Expert knowledge is more important 
than the model itself, what contrasts with IFPRI’s 
foresight practices, as a French modeler explains:

The idea [with models] is to carry out a “plausibility 
test” of the scenarios. Basically we do scenarios, 
then we look at whether they are coherent, 
whether it works or not. This is something that is 
done differently from what IFPRI does, where the 
IMPACT model is really at the centre of the work. 
Here, let’s say, the centre of the work is really all 
that is done with the experts [who build scenarios] 
and then we look, we test if the coherence works 
[with the model] and that’s it. IFPRI’s scenarios 
are based more on the results of these models: 
[...] price evolution, need for investment, etc. is 
calculated by the IMPACT model, so it is really an 
approach that is completely different. 

This approach is grounded in a definition of eco-
nomics as a social science, whose predictions 
could therefore only be considered as insights. 
Even if decision-makers tend to see modelled 
scenarios as a ‘crystal ball’ in the terms of a mod-
eler, French modelers consider that this should be 
avoided, for instance though a participatory and 
transparent approach to foresight. This vision is 
supported by a different model form than domi-
nant models, as in the case of the French model 
Globagri, which was used in integrated modelling 
(the Nexus Land-Use (NLU) model) and in scenario 
building (the Agrimonde foresight). Globagri 
focuses on world physical food biomass balances 
(resources, trade, uses), without considering 
prices. NLU, developed by a French research cen-
tre, provides scenarios such as reduction in meat 
consumption or a balance between undernutri-
tion in the South and over-nutrition in the North, 
which are not possible with other models. Its sim-
plicity renders NLU transparent for users, and it 
has easily modifiable parameters: its developers 
argue that it enables debate with non-specialists. 
French research centres also used Agribiom (Joly 
and Dorin, 2019), then Globagri, to develop the 
Agrimonde foresight, which explores a certain 
definition of agroecology: (i) change in diet, (ii) 
reducing food and agricultural waste, (iii) favour-
ing biodiversity and ecological intensification. 

As a model’s legitimacy depends on its links 
with other legitimate models (Cornilleau, 2016; 
Leblond and Trottier, 2016), other new entrants 
adopt a ‘succession’ strategy: they try to copy the 
form used by incumbents or to use some of their 
data. They also agree with incumbents’ definition 
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of the capital of the field: they consider modelling 
as a tool for evidence-based policy-making. These 
strategies face two difficulties. First, accessing 
the data, the code, or the modules developed 
by a dominant model is not easy: they are kept 
secret as they provide the dominant model with 
a temporary monopoly on certain topics, and the 
associated revenues in terms of scenario building. 
This explains for instance the difficulties faced by 
a team in their collaboration with IIASA, the goal 
being to access some of GLOBIOM’s modules, as a 
modeler relates:

They have a strategy, aimed at GLOBIOM. […] So, 
well, they try to collaborate. [Sarcastic] They send 
people who never come back. They try to retrieve 
bits. Now, they have succeeded, but completely 
indirectly thanks to [an international expert in 
modelling]. He succeeded in obtaining data from 
[…] GLOBIOM livestock modules. So in the end, it 
ended up at [the team] via a convoluted path.

Another challenge of ‘succession’ strategies is to 
identify the added value of a new model as com-
pared to incumbents, in order to generate orders 
for scenarios that would make the model profit-
able. The FAO has recruited a well-known modeler 
in the sub-field of equilibrium models to develop 
a model, with the hope that it would challenge 
the supremacy of the IFPRI’s model. This modeler 
explained that the purpose of this project was for 
FAO to obtain a tool that reflected its “own view”: 

– So the FAO wanted a model to compete with 
IFPRI’s model?
That’s a very good question; there is a lot of 
discussion about that. I’m not sure we’ve resolved 
it yet, but it’s possible that these efforts will 
eventually merge with the IFPRI’s [as they] […] are 
very similar. […] But we’ve had problems in the 
past. There are concerns in the FAO that it needs to 
represent our own view, that it’s our scenarios, and 
that we are not just taking IFPRI scenarios.

Yet the FAO foresight team had little human and 
financial resources, so the profitability of its new 
model was all the more pressing. This hostile con-
text made a succession strategy difficult, and the 
FAO finally decided to merge its project with the 
IFPRI’s model. The FAO is now compelled to com-

mission IFPRI (as the previous team using ‘succes-
sion’ does with IIASA) to get scenarios: they are 
not allowed to develop their “own view” through 
models, but have outsourced this research.

In this first section, I developed an overview 
of the dynamics of the field of global agricultural 
models, showing that all models are not deemed 
equally credible and legitimate to represent agri-
culture under climate change. The ‘climatisation’ 
of the field generates a competition between 
equilibrium models (as incumbents) and inte-
grated models (as challengers). New entrants 
also attempt to replace the incumbent models 
via subversion or succession. If succession fails, 
subversion lays the groundwork for a definition of 
the stake of the field which is different from that 
of the incumbents, in which models are as much 
analytical tools for imagining the future as they 
are evidence-based policy instruments.

Homologies between the 
modelling field and the field 
of global governance
In what follows, I describe how the field of model 
producers is related to the field of model users. 
These users are the modelling organizations 
themselves, but also the stakeholders of the 
global governance of agriculture (States, NGOs, 
companies, etc.) which is fragmented between 
international organizations (United Nations, FAO, 
World Bank, World Trade Organization (WTO), 
etc.). I define global governance as “complex, 
dense, and multidirectional networks” in which 
governments are influenced by international 
organizations, research institutes, NGOs, and 
companies (Djelic and Sahlin-Andersson, 2006). 
This governance increasingly relies on the use of 
models: through new institutions, such as science-
policy interfaces inspired by the IPCC (Miller, 2007; 
Haas, 2017), and through new practices, such as 
the quantification of the performance of interna-
tional policies (Bezes et al., 2016). In this section, 
I introduce the concept of ‘homology’ (Bourdieu, 
2015) to account for certain inter-field relations 
which cannot be captured by Fligstein & McAd-
am’s ‘russian dolls’ metaphor. This concept refers 
to structural parallels between fields because of 
their relative autonomy, for example between the 
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field of art producers and the field of art consum-
ers, or between the field of higher education and 
the field of power (Bourdieu, 2015). In this line, I 
show that there is a homology between the field 
of model producers and the field of model users: 
users of legitimate models are more likely to have 
powerful positions in the field of global govern-
ance than the users of dominated models, what I 
show through two examples. 

First, I investigate the competition between 
models as homologous with the competition 
between participants in a science-policy interface 
launched in 2002 by the World Bank and the 
FAO: the International Assessment of Agricultural 
Science and Technology (IAASTD), which has an 
intergovernmental and multi-stakeholder format. 
Then, I consider these homologies through the use 
of models as indicators for international policy-
making, through the cases of the United Nations 
Sustainable Development Goals (SDGs) and the 
design and evaluation of agricultural policies for 
Africa by international organizations. Previous 
research on science-policy interfaces has empha-
sized the ‘mutual construction’ of a modelling 
type and the associated political field (Shackley 
and Wynne, 1995). What I show here, however, is 
the interest of describing the struggles between 
different models within science-policy interfaces 
or evidence-based policy making. The concept of 
homology allows to look at the co-construction 
of a plurality of competing models with a global 
governance, which is both complex and multi-
sited and riddled with tensions between diploma-
cies and other stakeholders.

The politics of modelling in science-policy 
interfaces: No model, no voice
To give a sense of how these homologies are 
revealed in science-policy interfaces, I consider 
the role of the IFPRI’s IMPACT model in the IAASTD 
process, and how it laid the groundwork for the 
French Agribiom model described in the previ-
ous section. The IAASTD was initially asked to 
reflect on the possible futures for agriculture on 
the basis of scenarios created with IMPACT. Doing 
so, the IASSTD Advisory Committee capitalised on 
the excellent academic reputation of the IMPACT 
model and also followed science-policy inter-
faces, such as the Millenium Ecological Assess-

Cornilleau

ment (MEA) and the IPCC, which used IMPACT to 
represent world agriculture. Yet the multi-stake-
holder format of the IAASTD led to a debate on 
scenario making, and several authors disagreed 
with the weight given to economic models and/
or with the choice of this specific model. Resist-
ance was encountered from certain NGOs rep-
resented in the IAASTD, who accused models of 
being an elitist tool. They argued that models are 
hardly transparent for those without economics 
training and that they therefore do not facilitate 
inclusive deliberations on the future of agricul-
ture (Scoones, 2009). Being based on neo-classical 
economics, the IMPACT model was also rejected 
by economists from other traditions. A participant 
recounts the criticism that a modeler from the 
IFPRI received during his presentation of the first 
version of IMPACT-based scenarios:

So they began with a General Assembly […] and 
there were reactions [from authors] in the room, 
they said: ‘no, but wait, the parameters you choose 
for your models’. Models have been criticized 
as being econometric models by that kind of 
heterogeneous group, with native peoples, farmers 
from Zimbabwe, neo-institutionalist economic 
researchers. Everyone had something to say, 
because everyone could speak, I mean, you’ve just 
got to raise your hand and say what you want to 
say. So they took a beating!

In the end, the IMPACT model was not used to pre-
pare the scenarios of the IAASTD, which became 
mostly qualitative. The IFPRI decried this defeat, 
as a failure to demonstrate the relevance of the 
IMPACT model. The two sponsors of the IAASTD 
also joined in this disappointment: the World 
Bank and the FAO, who develop and promote 
similar equilibrium models. Company representa-
tives likewise attacked the scientific validity of this 
assessment, because of the absence of modelled 
scenarios and of their perception of an overrepre-
sentation of the social sciences, at the expense of 
mainstream economics and agricultural sciences. 
This was the case of Syngenta; whose representa-
tive wrote an article on IAASTD in NewScientist.
com. The IAASTD has been weakened by these 
attacks: despite its “business as usual is not an 
option” motto, and its recommendations to con-
sider agroecology and food sovereignty, it had 
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less political impact than previous assessments 
using incumbent models (the MEA or the IPCC).

After their participation in the IAASTD, some 
actors were motivated to enter the modelling 
field. This was the case of French research insti-
tutes, whose experts have had the impression of 
being left out because their institution had not 
developed a model. Models structured the debate 
to such an extent that it seemed impossible for 
experts to “have a say” without referring to a 
model, hence the French disarray:

We had French participants in the chapters on 
scenarios. […] [A French author] came back 
completely miserable saying: “well, we can’t say 
anything; the IFPRI has a say in it, the Indians, 
the Dutch, their model this, their model that, but 
we didn’t have a say in it, I won’t go back to that 
group, […] I won’t be the one who hasn’t got 
anything to say”. It was after that that we launched 
Agrimonde, even though we knew we wouldn’t 
have Agrimonde ready in time for the IAASTD, but, 
at least, the next time we would be in the game, we 
would have our say.

On this basis, French institutes decided to develop 
their own model (Agribiom), which would be the 
basis of the first Agrimonde foresight. The sec-
ond version of Agrimonde, based on the Globa-
gri model, associated NGOs (OXFAM) and social 
movements (The International Planning Commit-
tee for Food Sovereignty), who believed it could 
be an advocacy tool for agroecology. This exam-
ple shows that scientific controversies on agri-
culture, which are debated within science-policy 
interfaces such as the IAASTD or the IPCC, are 
both reflected in and reinforced by the struggles 
in the field of agricultural models. 

Models as indicators: Unequal access to 
evidence-based policy making
Models are instrumental in science-policy inter-
faces, as foresight is the basis of their policy rec-
ommendations. But economic models are also 
increasingly being used as indicators to develop 
evidence-based policies and to quantify the per-
formance of policy-making, as it has been shown 
for example in healthcare (Sjögren and Helgesson, 
2007). Agriculture is no exception, especially at 
the international level. International organizations 

involved in the global governance of agriculture 
claim to develop evidence-based public policies, 
i.e. using data to target measurable objectives, 
define policy options, and evaluate public poli-
cies. Although United Nations (UN) agencies have 
always used data to demonstrate the effective-
ness of their programmes to convince donors, this 
trend has increased since the launch of the Millen-
nium Development Goals (MDGs) in 2000. These 
‘goals’ are used by international organizations to 
quantify the performance of development poli-
cies, to harmonize their actions through a com-
mon framework, and to make funding allocation 
decisions. The MDGs have been seen as evidence 
of a shift toward a “new public management” of 
the UN (Bezes et al., 2016). Previously, since the 
late 1980s, the World Bank, which has always 
invested heavily in evaluation (Goldman, 2005), 
has recommended using economic equilibrium 
models as instruments for ex ante or ex post evalu-
ation in various areas, including agriculture and 
food security (Dervis et al., 1989). 

The IMPACT model was used to assess progress 
toward the Millennium Development Goal of 
reducing hunger. The dynamics of the modelling 
field, i.e. the fact that GLOBIOM challenged 
IMPACT had an impact on the respective roles of 
their modelling organizations in making these 
performance indicators. IIASA invested in the new 
UN agenda with GLOBIOM, through the prepara-
tion of the Sustainable Development Goals (SDGs), 
a set of 169 indicators meant as a successor to 
the MDGs for the post-2015 agenda. Unlike the 
MDGs, the SDGs highlight the links between over-
consumption in the North and poverty in the 
South and examine the interactions between the 
environment, energy, climate change, and food 
security (Figure 1). On these two issues, GLOBIOM 
was deemed better able than IMPACT to assess 
possible interactions and trade-offs, due to its 
integrated modelling tradition.

Equilibrium models close to IMPACT are also 
used to define goals and to evaluate the renewed 
framework of African agricultural policies, in the 
context of the Comprehensive Africa Agriculture 
Development Programme (CAADP), prepared by 
the African Union with technical support from the 
United Nations and the World Bank. The CAADP 
encourages foreign investment, through the 
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preparation of investment projects at the country 
level and legislative changes (e.g. biotechnology 
regulations or free trade). Models intervene in the 
three steps of policy design within the CAADP: 1) 
analysis of investment projects, 2) evaluation of 
agricultural legislation and approval of an invest-
ment plan, and 3) evaluation of programme 
implementation. The instrumental role given 
to models in the evaluation made it so that the 
IFPRI, which benefited from the legitimacy of the 
IMPACT model, took the role that might have been 
expected the FAO in its work with the CAADP. 

The competition between the IFPRI/IIASA in 
the MDGs/SDGs and the FAO/IFPRI in the CAADP 
show that using a dominant model is a better 
guarantee for an institution to shape evidence-
based policy-making. This result reinforces what 
happens in science-policy interfaces: institutions 
relying on a legitimate model are more likely to be 
well positioned in the field of global governance. 
The modelling field and the field of global govern-
ance are homologous. 

Magicians at work: Shaping the 
field through standardization
Is the alignment between the modelling field and 
the field of global governance simply ‘magic’ (Rou-
eff, 2013)? This would be the Bourdieusian reading 
of the homologies that I described in the previous 
section, which denies any underlying intentional-
ity. Yet fieldwork shows that some modelers seek 

to strategically produce homologies. This section 
describes these ‘magicians’ at work, i.e. the efforts 
of modelers to have their models used in the field 
of global governance. In this respect, I show the 
decisive role of an intercomparison research pro-
ject, the AgMIP. This project was founded in 2008 
on the impetus of crop modelers from the NASA-
Goddard Institute for Space Studies at Columbia 
University (which still leads the project), with the 
support of incumbents in the field of economic 
models. This alliance of prominent institutions 
convinced prestigious American universities such 
as Washington University, national and interna-
tional agronomic research organizations (CGIAR 
etc.), governments (United Kingdom, USA, Euro-
pean Commission), and companies (Monsanto) to 
provide funding and in-kind support. The AgMIP 
aims to connect three types of models: economic 
models, climate models, and newly developed 
global crop models, through the collaboration 
of three dedicated modelling teams (Global Eco-
nomics, Crop, and Climate teams) (Figure 2). The 
economic models presented in the previous sec-
tions are part of the Global Economics team. What 
is at stake within the AgMIP is to propose sce-
narios on global food security which can localize 
the impacts of climate change on crops and cal-
culate the related economic risks. Through these 
scenarios, investors and policymakers can prepare 
themselves for such futures12, for example by buy-
ing “climate-smart” biological or financial tech-
nologies. Another related goal of the AgMIP is to 
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Figure 1: The United Nations Sustainable Development Goals. Source: http://www.un.org/sustainabledevelop-
ment/news/communications-material/  
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compare the models of each type amongst them-
selves – including the economic models, on which 
I focus here – to explore the impacts of their dif-
ferences on foresights, and to try to reduce their 
heterogeneity in order to build foresights that are 
as consensual as possible.

 In this section, I explain first how the AgMIP was 
conceived and created by modelers as a decisive 
tool for producing homologies. Then, I show how 
the AgMIP, by promoting a standardization of 
models, shapes the modelling field according to 
the interests of the ‘institutional entrepreneurs’ 
(Fligstein, McAdam, 2012) who have accompa-
nied, and benefited from, the ‘climatisation’ of the 
field: it solves the conflict IMPACT vs. GLOBIOM, 
and it discourages models using subversion strat-
egies.

Producing homologies: From social skills to 
institutional entrepreneurship
In the neo-institutionalist perspective, all actors 
are skilled, yet “resources […] matter a lot, [such 
as] the ability to deploy money, connections to the 
government” (Fligstein and McAdam, 2012: 181). 
Interviews with modelers show that they make 
use of such resources such as the head of the Fore-
sight Team of an international organization who 

developed equilibrium models for many interna-
tional organizations (OECD, World Bank, FAO), i.e. 
a well-endowed team directly connected with 
governance. These resources helped this actor to 
have his models mobilized as mediators (“we were 
in the middle”, he explains) of policy-decisions. 
Most revealingly, he presents the milestones of his 
career through a list of the international policies 
that he quantified and evaluated with his models, 
from trade negotiations to climate policies and 
the Millennium Development Goals:

I was in the OECD for ten years at the beginning 
of my career. And one of the big studies I worked 
on initially […] [was] a study of OECD agricultural 
policies, so the different subsidies and protection 
measures that were in place in the late 1980s, 
which was at the time a very contentious issue 
among the high-income countries, […] the United 
States and the European Commission. So, we 
were in the middle, trying to assess what were the 
economic impacts of this. […] I did a lot of work 
on the [WTO] Uruguay Round and an assessment 
of the Uruguay Round. […] And then I switched 
to working on climate change, in the mid-1990s. 
[…] When I was at the World Bank I did a lot of 
projections for the MDGs.
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Figure 2: The collaboration between AgMIP’s three teams (Agricultural Economics, Crop, Climate) and their 
expected outputs: improvements and intercomparisons of each type of models; assessments and decision 
making/capacity building. Source: www.agmip.org 
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Later in the interview, this actor explained that 
he had long wanted to create an intercompari-
son project of agricultural models, as he believed 
it would facilitate the circulation of model results 
in international policies and expertise. He hoped 
to replicate what he presented as the “success” 
of the intercomparison of climate models within 
the Energy Modelling Forum (EMF)13 created in 
the 1970s during the energy crisis. Indeed, most 
of the research conducted within the EMF, and 
the resulting changes in the climate models, have 
informed the IPCC. Even before the AgMIP was 
created, this modeler imagined the benefits of 
a hypothetical “Agricultural Modelling Forum” 
based on the EMF example: 

– Why is your Team interested in the AgMIP?
[…] EMF started in the 1970s because of the 
energy crisis. So, it was mainly a gathering of 
energy modelers […]. When the energy crisis kind 
of melted away, well climate change appeared! 
So, EMF became basically the place where a lot of 
modelling of climate change occurs; so if you look 
at the IPCC, the 3rd volume on mitigation, almost all 
that work comes from the EMF modelling group. 
It has been incredibly successful, EMF! […] So, my 
hope was that we could recreate something like 
EMF but for agriculture, that I actually called “AMF” 
for “Agriculture Modelling Forum” but right now we 
are in AgMIP, which is fine. […]

– As the EMF was largely used in the IPCC, 
your objective [with AgMIP] is also to be more 
influential in global assessments?
Sure. We’ll also influence the IPCC, especially 
volume 2, you know, on impacts, adaptation, etc., 
and vulnerability and… [...] we’ll be cited in the 
5th Assessment Report, but I think as this work 
progresses, you know, I think we’ll have more to 
feed into the volume 2 report. 

– Are there other reports that you will influence?
Yes, there are always things coming out, there will 
be a post-Rio agenda, you know the Beyond the 
MDG’s [i.e. the Sustainable Development Goals]. 
[…] I’m sure we’ll be asked to provide some 
assessment of the goals.

This modeler is confident in his ability to produce 
some of the homologies that we described in the 
previous section: he hopes to assess the Sustain-
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able Development Goals, as well as to feed into 
one of the most influential science-policy inter-
faces, the IPCC. He was willing to create an inter-
comparison device such as the AgMIP, as he was 
convinced that it would be a decisive instrument 
for this purpose. 

Hence, putting intercomparison at the service 
of homology production has been a conscious 
strategy for some modelers. However, the AgMIP 
only appeared in 2008. The ‘climatisation’ of agri-
culture made economic and crop modelers focus 
on the necessity of creating the AgMIP and consti-
tuted an opportunity for them to behave as insti-
tutional entrepreneurs, i.e. to try and shape the 
field according to their interests through “new 
identities, coalitions and hierarchies” (Fligstein and 
McAdam, 2012: 84). This is consistent with Fligstein 
and McAdam’s (2012: 181) hypothesis: “entrepre-
neurs appear not in settled social fields but in 
those that are emerging or those that are on the 
verge of transformation”. The new framework of 
climatised agriculture was used by crop modelers 
to tout the merits of their global crop models, in 
alliance with economic modelers who had an 
interest in producing spatialized scenarios. They 
planned to feed into the 5th Assessment Report 
of the IPCC and the making of development indi-
cators. More generally, the AgMIP was driven by 
the preparation of scenarios for the conferences, 
programmes, etc. of the ‘climatised’ agricultural 
agenda. As an interstitial organization at the cross-
roads between the modelling field and the field of 
global governance, the AgMIP has enabled these 
actors to produce homologies between these two 
fields.

Shaping the field through standardization
Not only was the AgMIP intended to help model-
ers circulate their results in the field of expertise 
and governance, but it also favoured certain actors 
in the modelling field. This was achieved through 
the definition of a given objective and certain 
rules for AgMIP, from which dominant modelers 
would benefit more than other modelling teams. 
The AgMIP has organized the preference for cer-
tain types of models with the alleged objective of 
harmonizing them, as other interstitial organiza-
tions do, for example in the case of analysis tech-
niques used in the regulation of risks (Demortain, 
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2011). The AgMIP aimed at reducing the diversity 
of models’ outputs before these instruments are 
used by experts and decisionmakers, and this 
objective has resulted in a certain standardization 
of the models themselves. However, the AgMIP 
was not intrinsically intended to shape the field 
through standardization. There was initially an 
internal controversy within the group, at the end 
of which this vision of the AgMIP prevailed.

Harmonizing is a founding principle of the 
AgMIP (Rosenzweig et al., 2013), which seeks to 
answer the question: “why do global long-term 
scenarios for agriculture differ?” (Lampe et al., 
2014). Participants in the Global Economics 
Team of the AgMIP, whatever their position in the 
modelling field, agree that such an objective is 
needed in order for models to seem credible. This 
harmonization is justified in their eyes by the need 
to protect modelers from criticism that would 
emerge from greater heterogeneity between 
models, in the aftermath of the controversy on 
climate model reliability, following the publica-
tion of the 4th Report of the IPCC. As a modeler 
explains, what is at stake is to build a “robust 
decision” on science:

When you have results with very strong 
heterogeneities [between models], in the end you 
can’t do anything with them. [...] In the previous 
IPCC results, we finally said: “well, you can have a 
warming between 2 degrees, or even 0.5 degree 
and 8 degrees”! When we come to the decision-
maker with that kind of conclusion, well, we 
didn’t say anything! So there is a need to reduce 
the heterogeneity of the models, so all these 
intercomparison exercises have the ultimate will to 
reduce the heterogeneity of the models to finally 
reach a robust decision. 

To achieve this harmonization objective, the 
AgMIP tests the predictions of the different mod-
els of the Global Economics Team using the base-
lines of the IPCC – both its climate scenarios called 
Representative Concentration Pathways (RCPs) 
and its socio-economic scenarios, called Shared 
Socio-economic Pathways (SSPs). Through this 
lens, various economic global agricultural mod-
els propose very different results, for instance 
when one considers the impact of a given RCP 
scenario on food prices (Lampe et al., 2014). This 
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is due to their specific form, as shown in the first 
section, but also to the calibration of elasticities, 
and the choice of hypotheses (e.g. is land sup-
ply rigid? How does food consumption evolve 
when prices rise?). The AgMIP’s objective is then 
to identify as precisely as possible the origin of 
these differences, to question the choices that led 
to them, and to suggest changes in the models to 
limit divergent outcomes. The overall objective of 
this intercomparison is for the AgMIP to establish 
agricultural scenarios of reference, called Repre-
sentative Agricultural Pathways (RAPs) which are 
intended to be as influential as the IPCC’s SSPs and 
RCPs, and to complement them. 

Furthermore, this organization of work, focused 
on harmonisation and on the making of reference 
agricultural scenarios, reinforces the structure of 
the field (Table 1). As we saw in the first section, 
challengers using subversion strategies value 
more the heuristic dimension of models over 
the use of models as evidence-based tools for 
decision making, which is where incumbents and 
challengers using ‘succession’ strategies put more 
emphasis. For incumbents, the main objective of 
AgMIP is to have the results of models converge. 
For example, the IFPRI transformed IMPACT’s 
parameters after participating in the AgMIP, as 
one participant explains: 

IFPRI came out with a report in 2010 [Nelson et 
al., 2010, which is based on the IMPACT model] 
[…]: they showed a doubling of food prices by 
2050, and then another doubling with climate 
change. We were very surprised by these results. 
[…] And actually IFPRI has changed its scenarios 
very significantly, not based on what we said, 
but because of the AgMIP process. They were 
confronted and asked “why do you plan such high 
prices?” and they answered. Largely the problem 
was that they used models for kinds of medium-
term analysis and they had pretty low elasticities, 
while when you think of the long-term, there is 
much more flexibility. And when they increased 
their elasticities, food prices came down.

A modeler from a less dominant institution in 
the field considers that participating in AgMIP 
has challenged the structure of his model, e.g. its 
number of crops. Upon reflection, however, he did 
not transform his model, but instead wished to 



71

preserve what he calls the “good” heterogeneity 
between models, i.e. the differences in results due 
to divergent hypotheses that are all equally valid:

– For your model, do you feel that your 
participation in the AgMIP has made a 
difference?
[...] when you are in this community and I come 
with a very simple representative crop and next 
to me there is a guy who says “there I have 21 
crops”, well, I feel a little bad. But you have to resist: 
everyone has his own questions, his own way of 
doing things, and it’s true that when I came back 
from an AgMIP meeting, I asked myself, ‘you have 
to break down the model a little more’ and then, in 
retrospect, I said to myself: ‘well, no, it doesn’t mean 
anything, considering what we want to achieve, it 
doesn’t mean anything’.

These challengers using subversion strategies 
have an interest in intercomparison projects, 
as they could help make their models known 
through publications and establish contacts with 
dominant teams. They also seek to situate their 
model in relation with others and to strengthen 
their choice of hypotheses and functional forms. 
They would have preferred that the AgMIP fol-
low the objective of deepening this “technical” 
comparison of models, precisely in order to avoid 
standardization. However, this option was not 
popular among modelers taking part in the pro-
ject, and it was rejected by the AgMIP’s Steering 
Committee, who focused on harmonizing models 
and developing scenarios to feed into the IPCC, as 
a participant recalled:

I arrived after the beginning of a second phase 
where there was some hesitation regarding which 
objective to pursue. […] Meaning when do we 
really dive into what [one of the coordinators of 
the Global Economics Team] calls ‘deep diving’, 
meaning when do we dive into the model’s 
mechanics, or do we finally ignore all that, and 
go for politically orientated outcomes, by making 
scenarios, etc. […]. There was the influence of 
the Steering Committee […] which was going for 
the Representative Agricultural Pathways, so we 
eventually went for that.

The overall effect of the AgMIP on the modelling 
field has been to have helped GLOBIOM challenge 
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IMPACT, whereas it has kept models using subver-
sion strategies out of the game. Some AgMIP par-
ticipants consider that the IIASA used the AgMIP 
as a “launching pad”, as GLOBIOM’s superiority has 
been stressed in the publications which came out 
of the first phase of the AgMIP (Lampe et al., 2014). 
These publications then became a cornerstone 
of the IPCC’s 5th Assessment Report. IIASA used 
intercomparison strategically with the GLOBIOM 
model, producing a new homology between the 
modelling field and the field of global govern-
ance. GLOBIOM, formerly a challenger in the field, 
has become a new incumbent, partly thanks to 
AgMIP. This does not mean that all the homolo-
gies I documented before arise from the partici-
pation of modelling institutions in the AgMIP: not 
only modelers use more generally their skills for 
this purpose, but other arenas – such as academic 
conferences – may have also created standardi-
zation between models. Yet, the AgMIP helps us 
understand recent changes in the field of agricul-
tural models since it was ‘climatised’, as it reveals 
certain mechanisms through which the competi-
tion between models has been channelled. The 
construction of an intercomparision between dif-
ferent models resolves the modelling conflict in 
favour of a new dominant model, and at the same 
time allows for homology between modelling and 
politics. 

Conclusion
In this article, I used field theory to analyse the 
competition between organizations which 
develop world agricultural models since the ‘cli-
matisation’ of the global agricultural agenda. I 
showed a change in the field, with the integrated 
modelling tradition taking the lead over equilib-
rium models. Despite this change in its structure, 
the capital, the stake, and the rules of the field do 
not change. The dominant models are still those 
that manage to play to the best of their ability as 
intermediaries between modelling and politics, 
i.e. to accumulate both scientific and political 
capital. Even though GLOBIOM (IIASA) challenged 
IMPACT (IFPRI), both models are similar in this 
respect. This specific structure of the modelling 
field explains the homologies that I documented 
between the modelling field and the field of 



72

global governance. I also demonstrated that these 
homologies are reinforced by the strategies of cer-
tain modelers, who behave as institutional entre-
preneurs, feeding into the ‘climatised’ agricultural 
framework and using the change in the field to 
improve their positions. Intercomparison projects, 
such as the AgMIP, are instrumental in this regard: 
they were created by modelers who had long 
wanted to have the results of their models more 
easily circulated in the field of global governance. 
These actors had an interest in the objectives 
and rules of the AgMIP, which generated stand-
ardization. I explained how these rules helped to 
solve the main conflict of the field between the 
two modelling traditions, and at the same time 
facilitated homologies between modelling and 
politics. Challengers using subversion, who would 
have assigned other goals to this intercompara-
tive work, have been marginalized in both the 
modelling field and in the field of global govern-
ance. As suggested by Roueff (2013), homologies 
are not magic without magicians, i.e. an automatic 
alignment of positions between the field of model 
producers and the field of model users. Homolo-
gies are rather strategically produced. 

This article contributes to the interest of STS in 
field theory (Berman, 2014; Hess and al., 2017), but 
it specifically aims to analyse knowledge-power 
relations in global governance. The co-production-
nist research agenda on global governance has 
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Table 1: The participation in the AgMIP from two contrasted positions in the modelling field: a challenger using a 
subversion strategy vs. an incumbent. Source: interviews

AgMIP 
experience 
/ Capacity to 
structure the field 

Goals for AgMIP / 
Definition of what is at 
stake in the field

Effects on his own 
model / Trajectory in 
the field

Expected 
relationship with 
other models/ 
Position in the field

Challenger
/ using a 
subversion 
strategy

“I don’t 
understand a 
thing”; “There is a 
core group we are 
not part of”

Having “substantial” 
debates through “deep 
diving” i.e. comparing 
the technical properties 
of models

No change, but 
clarifying their choices 
of hypotheses vis-à-vis 
other models

Keep the 
“good” scientific 
heterogeneity 
between models, 
while reducing 
the “detrimental” 
political one

Incumbent “I have wanted to 
create the AgMIP 
for a long time”

Influence expertise (e.g. 
IPCC) and indicators for 
evidence-based public 
policies (e.g. Sustainable 
Development Goals) 

New specifications of 
models to obtain more 
similar outcomes 

Distribution of 
the topical issues 
on the political 
agenda according 
to the comparative 
advantage of each 
model

often looked at individual given expert commit-
tees and how they co-construct their own scien-
tific legitimacy with a political body – such as the 
IPCC with climate governance (Miller, 2007) or the 
Codex Alimentarius with the WTO (Winickoff and 
Bushey, 2010). As global governance is complex, 
and often multi-level and overlapping, a recent 
research invites to go beyond a unified vision of 
‘science’ coproducing ‘policy’ at a global scale, 
by describing several standards-setting bodies’ 
attempt to earn a form of ‘epistemic jurisdiction’14 
(Winickoff and Mondou, 2017). In this line, field 
theory allows to account for the strategies of a 
plurality of scientific modelling organizations in 
the field of global agricultural governance, riddled 
with conflicting visions and interests. Even if the 
mathematical form of models suggests that they 
would be universally valid (Fourcade, 2006), global 
models are ‘situated’ and their respective prefer-
ences for a given agriculture are not representa-
tive of all countries’ nor all stakeholders’ interests. 
Despite attempts to standardize the field of 
models, research organizations using subversion 
keep developing their models, claiming a right to 
define agricultural policies, and hoping to become 
influential in the powerful organizations of the 
field of governance. Based on this result, further 
research could consider through the lens of field 
theory how the stakeholders of global govern-
ance struggle through the production and/or use 
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of scientific devices (such as models) for the right 
to define international policies.
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Notes
1 Models’ outputs – e.g. the 70% increase in the global food production by 2050, a result of a FAO model 

– fuel the productionnist narrative which is instrumental to agrifood industry and export-countries 
(Tomlinson, 2013).

2 In 2010 the team consisted of the ten following models and institutions: AIM (developed by the NIES/
Japan), ENVISAGE (FAO/World Bank), EPPA (MIT/USA), FARM, (USDA) GTEM (ANTARES/Australia), MAGNET 
(LEI-WUR, Netherlands), GCAM (PNNL, USA), GLOBIOM (IIASA), IMPACT (IFPRI), MAgPIE (PIK, Germany).

3 They were actually inspired by Bourdieu in this: for him, fields (e.g. the scientific field, the political field, 
etc.) are specialized subfields of the ‘social field’ (society), which is not a meta-field, but is a conglomera-
tion of all fields.

4 It refers to a “form of embedding whereby actors that make up smaller collectivities are located within 
larger strategic action fields that contain larger collectivities” (Fligstein and McAdam, 2012: 59)

5 These institutions developed both computable general equilibrium (CGE) models (representing the 
whole economy) or partial equilibrium (PE) models (focusing on the dynamics of the agricultural sector).

6 More details are provided by Leblond and Trottier (2016) and by Joly and Lacombe (2017).

7 Four modelling traditions have been working on this difficult task since the 1970s (Leblond and Trottier, 
2016): 1) economic models 2) biophysical models, representing global agricultural productivity (potential 
yields according to agronomic theory; actual yields according to databases), 3) integrated models, 4) 
hybrid models, which link socio-economic databases to agronomic databases at a pixel scale thanks to 
satellite-produced datasets.
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8 A last evolution is that both equilibrium and integrated models benefited from the democratization of 
satellite datasets in the 2000s: “they integrated Geographic Information Systems and began projecting 
their results onto pixel grids” (Leblond and Trottier, 2016: 7), what enables them to localize even more 
precisely the agriculture-climate interactions.

9 Price elasticity quantifies the change in demand for a good caused by the change in its price.

10 Databases produced by the FAO or by networks of modelers follow agricultural chains, so mixed or 
alternate crops encouraged by agroecology cannot be represented, for example.

11 This is due to due to problems commensurating at the international scale a variety of soils, climates, etc., 
but also because some countries want to keep them secret for trade-related reasons.

12 Source: http://www.agmip.org/feature-video/ 

13 The EMF is probably the oldest model intercomparison, but there has been a rise in these projects in 
the context of the controversies on the validity of models used by the IPCC, as can be seen in the Inter-
Sectoral Impact Model Intercomparison Project (ISIMIP) on the effects of climate change, or the Integrated 
Assessment Modelling Consortium (IAMC) on integrated models.

14 This concept refers to “the power to produce or warrant technical knowledge for a given political 
community, topical arena or geographical territory” (Winickoff and Mondou, 2017: 7). 

Appendix 1. List of Acronyms
AgMIP: Agricultural Models Inter-comparison and Improvement Project 

CAADP: Comprehensive Africa Agriculture Development Programme

CGIAR: Consultative Group in International Agricultural Research

EMF: Energy Modelling Forum 

FAO: Food and Agriculture Organization

GATT: General Agreement on Tariffs and Trade

GLOBIOM (model): Global Biosphere Management Model

IAASTD: International Assessment of Agricultural Knowledge Science and Technology

IFPRI: International Food Policies Research Institute

IIASA: International Institute for Applied System Analysis

IMPACT (model): International Model for Policy Analysis of Agricultural Commodities and Trade

IPCC: Intergovernmental Panel on Climate Change

MDGs: Millennium Development Goals

MEA: Millennium Ecological Assessment

NLU (model): Nexus-Land Use

OECDE: Organization for Economic Cooperation and Development

SDGs: Sustainable Development Goals

UN: United Nations

WTO: World Trade Organization
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Abstract
In recent years, the social sciences have increasingly investigated ways in which futures are anticipated, 
fostered, and pre–empted. However, less attention has been given to how various predictive 
approaches inform different ways of acting in the present. Our article presents the results of an 
investigation into the current practices and agendas of forest scientists and managers in France. We 
first suggest how an anticipation of environmental futures is coming to the fore as an emerging field 
of expertise and practices in forest sciences, including predicting but also monitoring, preparing 
and adapting to projected futures. We then account for the co–existence of three ‘micro–regimes’ of 
anticipation combining a certain approach to the forest, a certain vision of the future, and a certain 
type of scientific predictive approach, including different anticipatory objectives, different modelling 
practices, and different interactions between research and management: i/ Adapting forestry to future 
climates; ii/ Predicting Future Tree Biology; iii/ Monitoring forests as indicators of climate change.

Keywords: regime of anticipation, climate change, forest science, foreknowledge

Introduction
In recent years, the social sciences have increas-
ingly investigated the ways in which futures are 
anticipated, fostered, and pre–empted (Adams 
et al., 2009; Tavory and Eliasoph, 2013; Andersson 
and Duhautois, 2016; Coleman and Tutton, 2017; 

Granjou et al., 2017). A recent special issue in the 
Sociological Review is emblematic of the call for a 
new “engagement with and interrogation of the 
future in social sciences” (Coleman and Tutton, 
2017: 441). It suggests “shifting the emphasis from 
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looking into the future to looking at the future—
that is, to engage with the future as an analyti-
cal object” (Coleman and Tutton, 2017: 441). This 
article is located at the crossroad between two 
streams of literature: first, the emerging schol-
arship which builds on cultural geography and 
anthropology research to question how ideas of 
the future inform actions in the present; second, 
the specific insights of Science and Technology 
Studies into the production and role of scientific 
forecasts and models in various academic fields 
and disciplines. In addressing how the anticipa-
tion of socio–environmental futures in a changing 
climate are coming to the fore as a new scientific 
and political agenda, this article aims to scrutinize 
the coexistence of various ‘regimes’ of predic-
tive and anticipatory knowledge production and 
their embedment in several and partly conflict-
ing politics of environmental anticipation. It fol-
lows Mike Michael’s suggestion to account for the 
‘ecology of futures’ at play in the intertwinement 
of both the ‘Big Futures’ at stake in broad societal 
and ecological narratives, and the ‘Little Futures’ 
pertaining to everyday social life and interactions 
(Michael, 2017). Our key question is: how does cli-
mate change, as the embodiment of a ‘Big Future,’ 
play out on the practices of forest modellers, and 
specifically on the way they anticipate the evolu-
tion of their research agendas and contributions 
to forest management? Our contribution shall 
account for the various Big and Little Futures and 
their relations at stake with the growing focus 
of environmental sciences on climate change 
anticipation.

Our contribution focuses on the case of forest 
science and forestry and unpacks how the antici-
pation of forest evolution in future climates is 
currently gaining ground in a rapidly growing 
field of research, expertise and management. 
Forest management is embedded within complex 
and interwoven issues of ecological sustain-
ability and profitability. Its future prospects in 
a changing climate are highly uncertain and 
foster new concerns about how to anticipate the 
changing patterns of tree growth, species distri-
bution, plant disease outbreak, forest produc-
tivity and economic profitability, as well as the 
overall adaptation of forestry practices. Forests 
are at the forefront of the “battle” against global 

change because they are often perceived as the 
“lungs of the world” and are thus a key factor in 
reducing carbon dioxide emissions. In this article, 
we document the way in which a growing range 
of forest scientists, field observers and managers 
are realigning their agendas, practices and goals 
around new anticipatory agendas and standards 
associated with the circulation of climate change 
projections and anticipatory concerns. By doing 
so, we shall highlight the plurality of anticipatory 
research agendas and predictive technologies that 
forest scientists have developed and how they are 
embedded within various visions of forest and 
forest futures as well as within contrasted relation-
ships between research and forest management.

We will first present brief historical insights 
into the evolution of forests and forestry practices 
in France and emphasise how recent concerns 
about climate change have fostered new antici-
patory agendas and practices in forest science 
and management. We shall describe how climate 
change topics and concerns are transforming 
forest science organisations, collaborations and 
material infrastructures of knowledge, including 
practices of data production, and how this process 
of ‘climatisation’ (Aykut et al.., 2017) involves 
increasing exchanges and collaborations between 
forest science, ecology and climate science and 
the models that were previously developed in 
isolation from each of those fields. Then we shall 
document the co–existence of three micro–
regimes of anticipation in the case of French 
forest science and management and eventually 
account for their tensions and relations. Each of 
these micro–regimes combines a vision of the 
future with an approach to the forest, including 
a certain type of scientific predictive approach 
associated with modelling practices. In particular, 
we will discuss Aradau and Van Münster’s (2013) 
and Amoore’s (2013) idea that the rise of future–
oriented knowledge agendas destabilises pre–
existing scientific approaches based on the 
interpretation of past data and requires disrup-
tive epistemology and practices. We argue that 
the future does not necessarily disrupt previous 
epistemic practices and organisations; instead, 
the production of foreknowledge is embedded in 
various, situated visions of the specific future and 
knowledge.

Dolez et al.
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Empirical and theoretical 
background
The case of French forest science and 
management
This article is based on a sociological investigation 
into forest science and management in France, 
including about 30 interviews with forest scien-
tists, forest managers and field correspondents 
and backed up with the reading of forest science 
articles, administrative literature and institutional 
websites. The forest scientists we interviewed are 
members of the main disciplines involved in forest 
science (mostly ecology, but also biology, genet-
ics and computer science) and various research 
institutions, including France’s National Center for 
Scientific Research (CNRS), the Research Institute 
of Science and Technology for Environment and 
Agriculture (IRSTEA) and the National Institute 
for Agriculture Research (INRA). Semi–structured 
interviews were focused on scientists’ professional 
trajectory and career, their vision of the scientific 
field including modelling and predicting the evo-
lution of forests, and their vision of the future and 
the type of knowledge they build on it. In the case 
of forest managers, interviews included a focus 
on management practices and potential uses of 
models and simulations.

What makes France an interesting example of 
the development of various predictive and antici-
patory regimes regarding forests and climate 
change? It is mostly the strong interdependence 
between forest science and forest management 
which can be traced back to the French histor-
ical tradition of centralised forest science and 
forest management, linked to the high economic 
and social importance of forests to the nation 
(Decocq et al., 2016). Today forests cover around 
30% of the French mainland with 75% being 
private forests and 25% public forests, a third of 
which are managed by the National Forests Office 
(ONF) while the rest is owned by local councils. 
The ONF, which employs around 10,000 people 
today, was created in 1964 and is in charge of 
wood production, forest protection and tourism.
The Research and Development department of 
the ONF promotes exchanges, collaborations and 
knowledge transfers between forest science and 
forestry.

Theoretical background: ‘climatisation’ and 
the ‘micro–regimes’ of anticipation 
The STS literature has long addressed the produc-
tion of predictive knowledge and the particular 
status and role of predictions in science–policy 
interface (in systems dynamics: Bloomfield, 1986; 
economy: Collins and Pinch, 1996 and geo-
sciences: Sarewitz et al., 2000; Dahan–Dalmedico, 
2006; Edwards, 2010). STS scholars have notably 
criticized the “quest for a scientifically legitimated 
view of the future” through the development of 
scientific predictive models (Sarewitz et al., 2000: 
367). Much attention has been given to why pre-
dictive models do not or cannot produce accu-
rate predictions (Collins and Pinch, 1998) and 
how those predictions should be communicated, 
received and used (Sarewitz et al., 2000). Recent 
STS and post–ANT scholarship also insist on the 
performative role of models, scenarios and simu-
lations and their effects on shaping the reality, 
for instance, how economics shape and perform 
economy (Callon, 1998; Mackenzie et al., 2007) 
and more broadly how differing scientific mod-
els and approaches shape various “ontologies” 
(Mol, 2002; Law and Mol, 2002), as they encom-
pass several different ways of knowing and inter-
vening upon it. Our point, however, is concerned 
less with these ontological politics than with the 
embedment of predictive models within various 
and partly conflicting politics of environmental 
anticipation.

STS scholars started scrutinizing the internal 
plurality of predictive approaches and models in 
the case of glaciology (yet see: Skrydstrup, 2017). 
However, less attention has been given to how 
differing predictive approaches inform various 
ways of acting in the present. Recent literature 
examined the investigation of official counter–
terrorism programmes and practices and elabo-
rated on the expansion of a ‘politics of possibility’ 
that aims “not to prevent the playing out of a 
particular course of events on the basis of past 
data tracked forward into probable futures but 
to pre–empt an unfolding and emergent event in 
relation to an array of possible projected futures” 
(Amoore, 2013: 9). Aradau and van Münster 
also depicted an all–encompassing ‘Regime of 
Anticipation’ including the development of a 
new “conjectural episteme” in which imagina-
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tion mostly replaces the use of past data sets to 
attempt to make the future “knowable” (Aradau 
and van Münster, 2011).

We argue that those theorisations do not 
properly account for how scientists, experts, 
policymakers and managers associate practices, 
infrastructures and imaginaries to anticipate the 
‘not yet’. We propose to develop the notion of 
‘micro–regime’ of anticipation in order to empiri-
cally account for those various assemblages and 
their mutual tensions. We further criticize the idea 
there is only one Science (Knorr–Cetina, 1999) 
by unpacking the diversity of foreknowledge 
and predictive models in the case of forests and 
climate change. Our notion of ‘micro–regimes’ of 
anticipation is inspired by Pestre’s approach to 
the micro–historical embedment of the produc-
tion of knowledge into socio–economic regula-
tion (Pestre, 2003) and departs from descriptions 
of the historical development and succession of 
broad regimes or ‘styles of knowing or reasoning’ 
from past to present (Hacking, 1994; Kwa, 2011). 
While Pestre’s notion of ‘regime of knowledge’ 
puts forward the interactions between science, 
politics and society on a macro–social level, the 
notion of ‘micro–regimes’ is located at the smaller 
level of mundane research agendas and practices 
(Shinn, 1999). ‘Micro–regimes’ of anticipation are 
ways of negotiating the co–production of ‘Big 
Futures’ (here embodied in narratives of climate 
change and its impacts on forests) together with 
‘Little Futures’, which pertain to routine research 
practices and interactions, including developing 
models, collaborations and projects, etc. (Michael, 
2017).

The construction of climate change as a global 
concern and expertise has been extensively 
documented (see in particular: Jasanoff and de 
Martello, 2004; Edwards, 2010). However, research 
is only emerging on how climate change issues 
and concerns are now reframed as local concerns 
in a wide range of sectors and activities whose 
practices, communities, jobs and identities are 
being transformed and re–aligned toward antici-
patory objectives which relate to various situated 
activities and agendas. Sociologists Aykut, Foyer 
and Morena (2017) proposed the notion of ‘clima-
tisation’ to depict this multi–level and highly 
contextual process of re–alignment of a range 

of agendas and practices with climate issues. We 
argue that ‘climatisation’ importantly involves 
the realignment of knowledge practices toward 
anticipatory objectives and agendas, including 
predicting but also monitoring, preparing and 
adapting to projected futures.  We shall describe 
the ‘climatisation’ of forest science organisa-
tions, collaborations and material infrastruc-
tures of knowledge, including practices of data 
production and modelling, and how this involves 
increasing exchanges and collaborations between 
forest science, ecology and climate science—as 
well as between the models that were previously 
developed in isolation in each of those fields. 
Eventually, we shall document the coexistence of 
different competing micro–regimes of anticipa-
tion that forest scientists and managers deploy 
and how those anticipatory micro–regimes are 
embedded in various (and partly competing) 
processes of research agenda setting and environ-
mental issue framing.

Anticipatory pluralism in forests 
science and management 
The ‘climatisation’ of forest science and 
management

Almost all the forest scientists and managers we 
met spontaneously referred to climate change 
in their answers when asked about on–going 
changes in their research agenda and practices, 
indicating that aligning one’s research and agenda 
with climate change had become necessary in 
order to attract funding. Beyond the rhetorical 
reference to climate change, forest scientists and 
practitioners also suggested that they were now 
confronted with very practical questions related 
to the anticipation of forest growth and productiv-
ity under future climates, such as: How will rising 
temperatures, soil acidification and water scarcity 
influence tree growth and forest species compo-
sition? Which species will be the most resilient to 
future droughts, heat waves or storms? When will 
be the best moment to harvest timber produc-
tions? Our field work thus confirms bibliometric 
analyses which suggest that climate change has 
become a central topic in forest science, along 
with others such as “carbon dioxide” and “adapta-
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tion” (Aleixandre–Benavent et al., 2017). However, 
we found that ‘climatisation’ (Aykut et al.., 2017) 
occurred not only at a discursive level—meaning 
the integration of the topic of climate change into 
forest science agendas and discourses—but also 
within organisations, collaborations and mate-
rial infrastructures of knowledge. For instance, 
the ONF’s R&D department was reorganised in 
2005 along five topics including climate change. 
A range of new research and management net-
works were created in order to address the impact 
of climate change on forests and forestry, such 
as the GIP ECOFOR (“ECOsystèmes FORestiers”) 
which was founded in 1993 and has been support-
ing research on forests and climate change since 
the beginning of the 2000s, including research 
on the future distribution of French forests in a 
changing climate1. Forest scientists and managers 
also started implementing new climate–related 
data collection and new collaborative arrange-
ments around climate data sharing and use, for 
instance within the network of forest observation 
sites called RENECOFOR, initially created in rela-
tion to concerns over the effects of acid rain on 
forests. In 2012, RENECOFOR was also integrated 
into a Long–term Environmental Research Moni-
toring and Testing System (SOERE), whose goal is 
to produce data on the “System Earth” dynamic, 
illustrating how the collection of forest and cli-
mate related data becomes embedded within 
new collaboration arrangements between a 
broad range of disciplines such as ecology, forest 
science, genetics and population biology.

The ‘climatisation’ of forest science and 
management also fostered the development of 
new methods for modelling forest growth and 
making decisions regarding which tree species to 
choose and when to fell trees for timber produc-
tion. Such decisions were first made on the basis of 
the production quotas, which calculate the annual 
growth of one species in a particular place, and 
served as decision guidelines for when to fell the 
trees and which tree species will grow faster. From 
the mid–1980s, forest engineers have developed 
empirical models in order to predict the timber 
productivity of a particular forest in a constant 
environment, including soil and climate. Those 
models are fuelled by long–term data produced 
by the National Forest Inventory. The ‘climati-

sation’ of forest science and management has 
triggered the convergence of empirical, forestry–
oriented models with other types of models that 
have long developed in isolation from forestry 
concerns and practices, i.e. process–based, statis-
tical models (Korzukhin et al., 1996; Adams et al., 
2013). The latter models have been developed in 
biology and in ecology since the beginning of the 
twentieth century in the wake of the equations 
of Lotka–Volterra (Leslie, 1948). They aim to 
understand simple or fundamental biological 
processes such as photosynthesis (Farquhar et al., 
1980) or carbon allocation and to translate them 
into equations. These equations can then fuel a 
computer program that simulates “virtual experi-
ments” (Legay, 1997). 

These two types of models have long been 
developed in isolation from each other, as 
forestry–oriented models were taught in forestry 
schools and process–based models in ecology 
and biology master’s degrees. In the early 2000s, 
growing interest in understanding the evolution 
of forests in the context of climate change led to 
the development of new models that blur that 
distinction by mixing the characteristics and 
objectives of the two former categories of models, 
as a forest scientist explained:

Process–based models attempted to summarise 
ecosystem functioning without any predictive 
objective […] however, with climate change issues 
we discovered that this dichotomy did not work 
anymore […].We understood that empirical models 
should also explicitly integrate climatic data into 
their architecture and equations; on the other 
hand, process–based models should also address 
prediction and applications… 

As a result, many of the forest scientists we inter-
viewed use climate scenarios designed by the IPCC 
and other climate–oriented research institutions 
(such as Météo–France which develops climate 
projections with great precision at the local level 
in France) and integrate them into pre–existing 
forestry–oriented models in order to simulate the 
potential growth of trees in a changing climate. 

On the other hand, while climate projections 
are increasingly used and integrated into forest 
models, forest models are also increasingly inte-
grated into climate change modelling which 
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tends to become more and more integrative and 
biological (while initial climate models relied on 
atmosphere physics and chemistry only). Science 
historian Amy Dahan–Dalmedico accounted for 
how climate change models shifted in the 1990s 
from a focus on the atmosphere to a broader 
focus on ‘Earth systems’ integrating oceans and 
terrestrial surfaces, i.e. vegetation and forests 
(Dahan–Dalmedico, 2010). As a result, not only 
do forests scientists use climatic models in forest 
research, but forests models also fuel broader 
climate models that simulate the interactions 
between the atmosphere and the biosphere. For 
instance, the Laboratory of Climate and Envi-
ronmental Sciences in Paris–Saclay, which hosts 
climate scientists actively involved in the IPCC, 
has developed the ORCHIDEE model, which 
simulates the role of tree development and life 
cycles in carbon flows in the biosphere, including 
the ORCHIDEE–FM submodel which integrates 
the effects of various forestry strategies on carbon 
cycle.

The ‘climatisation’ of forest sciences thus 
involves increasing exchanges and collabora-
tions between forest science, ecology and climate 
science and the models that were previously 
developed in isolation in each of those fields. Yet 
far from an all–encompassing alignment towards 
a unique anticipatory “episteme” (Aradau and van 
Münster, 2013), our fieldwork also points to the 
co–existence of a plurality of research agendas 
dedicated to anticipating the future of forests 
under a changing climate. These research agendas 
differ in two ways: they develop forest–driven 
vs. climate–driven science on one hand. On the 
other hand, they handle forestry–oriented versus 
ecological and biological process–based research. 

Three ‘micro–regimes’ of anticipation
This section describes three ‘micro–regimes’ of 
anticipation which became apparent during our 
fieldwork. Each of these combines three dimen-
sions: a certain vision of the forest, a certain idea 
of the future, and a certain type of scientific pre-
dictive approach, including different anticipatory 
objectives, different types of models and model-
ling practices, and different interactions between 
research and management (see Table 1). The three 
‘micro–regimes’ encompass actors’ various views 

of the type of knowledge that matters for forest 
and forest management, including certain visions 
of the extent to which the future disrupts past and 
present scientific practices and technologies. 

Following the analytical distinction introduced 
by Mike Michael (2017), each ‘micro–regime’ 
of anticipation shapes and performs both “Big” 
and “Little” futures including ecological futures 
(climate change), economic futures (forestry 
evolution), and academic and scientific futures 
(research agenda setting, maintenance or creation 
of collaborations, publication writing, etc.). These 
are ways of negotiating their coexistence and 
potential tensions at various levels.

First ‘micro–regime’: Adapting forestry to future 
climates
In the first ‘micro–regime’ of anticipation, 
researchers and managers seek to predict the 
composition and geographical distribution of 
forest and forest socio–ecologies in future cli-
mates. Their scientific practices are those tradi-
tionally used in forest science and engineering. 
They assess timber stocks using forest inventories 
and maps and they construct statistical models 
that build on correlations between a wide range 
of ecological, geophysical and socio–economic 
parameters in order to estimate the productivity 
of future forests, to write guidelines and design 
forests policies. That foreknowledge is meant to 
help produce guidelines for present and future 
forestry practices and to contribute to forestry 
economic planning and adaptation. The vision 
of the future focuses on securing future forestry 
activities. Forests are considered to be anthropo-
genic, managed socio–ecosystems. 

The anticipatory logic of this ‘micro–regime’ is to 
improve forestry strategies by taking into account 
climate change. What matters is that the model 
can be applied in order to guide forestry choices. A 
key objective is to identify the forest practitioners’ 
leverage actions to secure forestry in a changing 
climate. This first ‘micro–regime’ thus gathers 
forest scientists and engineers from various 
research institutes (IRSTEA, INRA), the R&D depart-
ment of the National Forest office, and members 
of forest research networks such as GIP ECOFOR. 
Close relations and collaborations between forests 
scientists, managers and decision–makers are an 
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essential characteristic of this micro–regime; they 
result both from collaborations and from indi-
vidual mobility between organizations dedicated 
to forest management (such as the National Forest 
Office) and organisations dedicated to scientific 
research and to producing technical support and 
advice for foresters (such as INRA and IRSTEA). 

The models at stake in this first ‘micro–regime’ 
are constructed and calibrated using a large 
amount of data collected during forest inven-
tories and by research teams. They integrate 
both ecological variables (i.e. tree growth and 

mortality, forests composition, light interception) 
and socioeconomic variables (i.e. forestry strat-
egies, expected timber stock). The researchers’ 
objective is to run multiple simulations with 
different models to foresee the consequences of 
their potential forestry’s strategies. As a result, 
models tend to accumulate and integrate an 
ever increasing number and variety of variables, 
as suggested for instance by the case of the 
SAMSARA model, a tree–growth model whose 
many versions were developed over time in order 
to achieve the integration of an ever wider range 
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Table 1: Three ‘micro–regimes’ of anticipation.

Adapting forestry 
to future climates

Predicting Future 
Tree Biology

Monitoring forests as indi-
cators of climate change 

1. Vision of forests Forests are con-
sidered to be 
socio–ecosystems. 

Forests are consid-
ered to be a functional 
system governed by 
ecological processes. 

Forests are considered to 
be an observatory of the 
evolution of climate change.

2.  Visions of 
the future

The future is viewed 
on past and pres-
ent trends. 

The future is disruptive. 
Researchers and manag-
ers assume that studying 
fundamental ecological 
processes in a chang-
ing climate is essentially 
different from study-
ing them under stable 
climatic conditions. 

The future becomes pal-
pable and knowable, 
and thus governable. 

3. Type of scientific predictive practices

3–i/ Anticipatory 
logic and objectives

Adapting forestry 
strategies in a 
changing climate 

Understanding the 
ecological processes at 
stake in the evolution of 
forests (such as carbon 
flows and water scarcity)

Producing indicators of 
climate change, assessing 
and mapping its evolution 

3–ii/ Model-
ling practices 

 Statistical “meta–
models” that aggre-
gate a broad range of 
ecological, social and 
economic variables 

Simple ecological and 
process–based models

Simple model illustrat-
ing the causal relation 
between the chosen indica-
tor and climate change

3–iii/ Interactions 
between research 
and management 

Strong collabora-
tions between forest 
science and forest 
management: data 
sharing, collaboration 
in research projects, 
and co–production 
of forestry guidelines

Researchers contribute 
as experts to biodiversity 
and nature conserva-
tion international and 
national organizations

Contributions to the French 
Ministry of Environment;
Co–construction of indi-
cators between forest 
researchers and managers.
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of processes, including wind damage (Ancelin et 
al., 2004), colonisation processes (Cordonnier et 
al., 2006),  intraspecific competitions (Vieilledent 
et al., 2010) and biodiversity’s stock, ecosystems 
services (Courbaud et al. 2017; Lafond et al. 2017)2 
and climatic parameters (while the model was 
initially designed under a constant climate) (Lagar-
rigues, 2016). The implementation of the CAPSIS 
modelling platform in 1998 (Dufour–Kowalski et 
al., 2012) also illustrates the trend towards the 
increase in the number of variables as the platform 
integrates about 70 different forest models in only 
one simulation software and makes it possible to 
run all of them together in order to predict how 
any given variable will react in a changing climate. 
An engineer in charge of CAPSIS told us: 

In CAPSIS, we have tree–growth models. These 
models grow trees; they create virtual forests. Then, 
you can add other models to them, for example, 
timber quality models or risk models, to address 
how the forest may resist wind storms (…) or 
economic models. All those second–level models 
can be added to CAPSIS tree–growth models in the 
same simulator.

Accordingly, the models used in the first ‘micro–
regimes’ must be user–friendly—the calculation 
speed is a key element in this: “If it takes too much 
time to set up the data and run the simulation, it is 
off–putting. It is a beautiful theoretical tool but in 
practice it is useless” (Forests modeller). When we 
asked modellers and managers about potential 
future improvements of the models, all of them 
referred to an increase in the calculation’s speed. 
The development of remote–sensing using LIDAR 
(Laser Imaging Detection and Ranging) is also 
expected to help collect ever larger amounts of 
data to fuel the models with the idea that scien-
tific progress meant both more and more past and 
present data for more and more anticipative mod-
els. Accordingly, the first micro–regime does not 
focus on knowing the ecological processes but 
relies on statistical methods applied to big data-
sets to find correlations between climatic, biologi-
cal and socio–economic information. Modellers 
use ecological processes such as tools to parame-
terise the models; however, producing knowledge 
on those processes is not part of their objectives:

I’m not interested in ecology as a science. I take an 
interest in forest as a socio–ecosystem; it’s my point 
of view, but I can’t avoid ecology because it is one 
of the analytical and theoretical sciences I use to 
study forests. (Modeller working at the National 
Forest Office and INRA)

As a result, in the first micro–regime, the future 
is mostly deduced from past and current trends 
detected by using ever bigger sets of data. As a 
modeller reported: “Yes, I’m interested in the 
future, but most of the time, it is the past that I 
study.” However, both modellers and managers 
are aware that the future may destabilize and dis-
rupt past and present trends. They address the 
disruptive character of the future by accumulat-
ing models and variables—thus, rising comput-
ing power—and by developing new statistical 
methods, such as the Bayesian approach, which 
“aims to artificially break with the linear structure 
of time”, a modeller said. These tools are standard-
ized for example in R-packages (Jabot et al., 2013).  

Referring to Michael’s distinction between 
‘Big’ and ‘Little’ futures (Michael, 2017), one could 
say that the Big Future envisioned by forest 
researchers and managers in this micro–regime is 
about securing forestry under a changing climate, 
while the Little Futures that are at play in the 
everyday life of forest research teams include: 
• Developing ever more sophisticated and 

integrative statistical models that take into 
account an increasing range of parameters in 
order to produce forestry guidelines;

• Developing new technologies of data–collec-
tion, including remote–sensing technologies, 
in order to improve the quantity and quality 
of the data available;

• Reforming forest management and the insti-
tutions in charge of it in order to secure future 
forestry under a changing climate. 

 
Second ‘micro–regime’: anticipating future 
tree biology 
In the second ‘micro–regime’ of anticipation, 
researchers aim to understand and predict 
the evolution of forest ecological functioning 
by modelling how future climates—including 
extreme events such as severe droughts (Estiarte 
et al., 2016; Lempereur et al., 2017)—will affect 
the way trees use an array of resources (water, 
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carbon, nutrients, light). This ‘micro–regime’ is no 
longer related to utilitarian objectives (i.e. design-
ing forestry practical guidelines and economic 
planning). Instead, it should be understood in 
the more environmentalist perspective of under-
standing the ecological processes at stake in the 
evolution of forests under future climates. Some 
of them contribute as experts to biodiversity and 
nature conservation organizations, such as the 
Intergovernmental Platform on Biodiversity and 
Ecosystem Services or the French Foundation for 
Biodiversity Research. This micro–regime aggre-
gates what scientists call “simple” process–based 
biological modelling, in natura experiments and 
ecological theories.

Ecologists and modellers involved in this 
‘micro–regime’ tackle ecological questions such 
as: What is the link between diversity and stability? 
(Morin et al., 2011) How resilient is the ecosystem 
when faced with scarcity? Which function of the 
ecosystems will be the first to react to a changing 
climate (Gustafson et al., 2015)? Compared with 
the first ‘micro–regime’, ecology—especially 
functional ecology—plays a central role and 
is no longer merely considered a tool. For the 
researchers involved in this ‘micro–regime’, under-
standing the dynamic of forest ecosystems is an 
opportunity to understand fundamental ecolog-
ical processes at stake, such as photosynthesis 
or the allocation of carbon between plants (Gea–
Izquierdo et al., 2015), atmosphere and soil and 
between different parts of the plants, as explained 
by a forest scientist whom we interviewed:

I’m not interested in the holm oak, but rather in… 
how forests respond to scarcity (…) In that case, we 
worked on the holm oak. Yet what matters for us 
is really the functioning, the functional aspects in 
terms of ecosystems, carbon flow, growth, primary 
productivity … 

The anticipatory logic of this second ‘micro–
regime’ addresses climate change as a disruptive 
event that forces forest modellers to renew their 
practices and develop collaborations with experi-
menters and functional ecologists. Researchers 
assume that studying fundamental ecological 
processes in a changing climate is essentially dif-
ferent from studying them under stable climatic 
conditions. Climate change is thought to trig-

ger environmental conditions that will be essen-
tially different from the environmental past and 
present, as one of the forest ecologists we met 
explained:

As soon as we have something calibrated to the 
present… I mean, it is tempting to apply the model 
to the future and to see what will happen. But 
the question is: Is the knowledge of the system 
in the current climate sufficient to be applied to 
future scenarios, including extreme conditions? 
… I want to know whether my little model, which 
is calibrated to current conditions, using 10 years 
of data collection, could be applied to extreme 
events, such as a six–month water shortage. That 
is to say, things that you have rarely or never 
observed so far…

In a similar way, another forest ecologist explained 
that “modelling is not interesting when everything 
is all right,” meaning he did not expect simulation 
models to make a linear business–as–usual predic-
tion based on past data, but instead to be able to 
integrate future extreme events and to deal with 
the disruptive nature of climate future. With that 
goal, ecologists and modellers seek to capture the 
non–linear responses of ecosystems by develop-
ing both modelling and in natura experimentation 
(Perez–Ramos et al., 2010). For example, the same 
ecologist developed an experimentation consist-
ing of excluding rain for a few months (using artifi-
cial covers to protect plants from the rain) in order 
to enrich his model:

It has allowed me to add a few modules that were 
not in the first version of the model. The model 
calibrated to the current climate works up to 
a precise threshold, and once this threshold is 
crossed, you have to add a [new] module... it is 
something that my models initially did not take 
into account, and now I am developing it in order 
to simulate the non–linear relationship between 
water scarcity and fire risk. 

Field experimentations are meant to help set 
and observe the possible future climatic condi-
tions and their impacts on trees and forests. The 
development of experimentations on the effects 
of climate change on ecosystem functioning is 
emblematic of what some interviewed forest 
ecologists called an “experimental turn” that dates 
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back to the mid–2000s. Yet some forest ecologists 
whom we interviewed emphasized the difficulty 
or even impossibility of conducting experiments 
on trees in completely controlled ‘live labs’ such 
as the controlled experimental enclosures called 
‘ecotrons’ that have been constructed in France in 
the 2000s (and elsewhere in the world3) because 
of scale issues (ecotrons are not designed to host 
more than two–meter–high plants) (Granjou and 
Walker, 2016). As a consequence, they have devel-
oped field experiments that consist of condition-
ing gas concentrations or simulating climates 
(for instance, droughts) in the field by using, for 
instance, flux towers which enrich the air in CO2 
and measure gas concentration and temperature 
at the bottom and at the top of the studied trees 
(Misson et al., 2010).

In this ‘micro–regime’, relationships between 
researchers and managers are less close than 
in the first micro–regime. This is partly because 
researchers would rather belong to laboratories 
and centres favouring fundamental research over 
applied research (such as the French National 
Center for Scientific Research CNRS)—even 
though the institutions of belonging do not 
systematically determine the development of 
applied versus fundamental research by their 
members. This is also because when researchers 
produce knowledge on ecological processes, it 
makes it difficult for them to connect to forest 
management issues and concerns, as a forest 
scientists working at the CNRS (Center for Evolu-
tionary and Functional Ecology) explained:

Relationships with managers remain difficult 
because we face a cultural issue. I mean, we 
consider forests as an ecosystem. It is an ecological 
point of view, and they consider forests as a 
production means, something cultivated. In 
foresters’ minds, the forest is something we 
cultivate, and it is not a natural ecosystem. They 
are concerned about productivity, plantations 
or species selection and not really about how 
trees use what they have and how they manage 
available resources. (…) [W]e are definitely not on 
it.

In the second ‘micro–regime’, the Big Future is 
about anticipating future tree biology under a 
changing climate. This is enacted through ‘Little 
Futures’ that include improving simple models of 

tree biology, developing in natura experimental 
infrastructures, improving the linkages between 
process–based models and field experimenta-
tions, and contributing to biodiversity conserva-
tion and management organizations.

Third ‘micro–regime’: Monitoring forests as indi-
cators of climate change
In the third ‘micro–regime’ of anticipation, 
researchers and managers consider the evolution 
of forests as a case–study for observing and pre-
dicting the evolution of climate and its broader 
impacts on ecosystems and society. They monitor 
forest fauna and flora, collect field data and com-
bine the data with population biology models 
and laboratory experiments in order to develop 
indicators of the growing intensity and impacts 
of climate change. While the models used in this 
‘micro–regime’ are meant to be simple models, 
like in the second ‘micro–regime’, the ultimate 
objective is not to understand basic biology but 
to represent the state and evolution of climate in 
order to inform policy–makers, in particular from 
the French Ministry of Environment, in order to 
design environmental and climate policies. This 
‘micro–regime’ mostly builds on scientific results 
produced by the first two ‘micro–regimes’ (as, for 
instance, the budburst indicator which builds on 
the modelling of the various steps of plant growth 
and life cycle, Chuine, 2000). Eventually the third 
micro–regime differs from the first two as it does 
not tackle “the forest” per se but focuses on cli-
mate change and only makes use of the forest as 
a proxy to make climate change visible: the very 
object of anticipation differs between the first two 
‘micro–regimes’ and the third one.

In the third ‘micro–regime’ of anticipation, 
researchers from the National Institute for Agri-
culture Research (INRA) and field correspondents 
from the ONF monitor and record forest data 
in order to document and assess the ongoing 
evolution of climate. Here, forest data are useful 
to the extent that they can be directly linked to 
climate change, such as, for instance, shifting 
budburst dates which are thought to be caused 
by warmer springs (Chuine and Cour, 1999). Forest 
data are conceived as climate change indicators 
when the relation between the indicator and 
climate change is considered to be simple and 
almost causal. The ONERC (National Observatory 
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on the Effects of Global Warming), which is part 
of the French Ministry of Environment, defines 
an indicator as “information tied to a phenom-
enon [that shows] its evolution through time in an 
objective way.”An indicator is like a thermometer: 
“As the body’s temperature gives a hint about a 
patient’s health, climate change indicators tell us 
about the Earth’s state” (National Observatory on 
the Effects of Global Warming, 2010). As in the first 
‘micro–regime’, indicators are conveyed to both 
forest managers and politicians to inform them 
of the evolution of climate change and allow for 
designing appropriate forest policies. Therefore, 
the form and aesthetic of the indicator are central 
because this is the way in which climate change 
is made visible and palpable. This ‘micro–regime’ 
gathers scientists from a broad range of disci-
plines such as genetics, population biology or 
entomology. Researchers produce indicators and 
information for the French Ministry of Environ-
ment that are meant to be collective reference 
landmarks on the intensity and impacts of climate 
change for policy–making.

One of the best–known indicators in France 
is the pine processionary caterpillar (Rossi et 
al., 2015), which is a forest parasite that causes 
tree death and health problems inhumans and 
animals. Pine processionary caterpillars have 
very stinging hairs that can cause skin problems 
to both humans and pets. Researchers initially 
started studying this insect because it is one of 
the most dangerous European parasites for forests 
as they eat pine needles and cause the tree to die. 
The progressive change of focus in the research 
devoted to the caterpillar, from pest to climate 
indicator, gives another example of the ‘climati-
sation’ of forest research agendas and practices 
(Roques, 2015). Since the creation of the ONERC 
in 2001, the caterpillar has indeed become a 
central indicator for assessing the evolution of 
climate once the relation of its growing numbers 
and shifting geographic distribution with climatic 
parameters was established in the literature. The 
processionary caterpillar was thus progressively 
built as a “reference model” meaning “a model of 
response to climate change” (to quote a forest 
researcher whom we interviewed). This latter 
notion of ‘model’ has some similarities with the 
way biologists use ‘model organisms’ such as mice 

or E. Coli in order to study fundamental biological 
mechanisms. While the idea in both cases is to 
focus on a ‘simplified case’ in order to understand 
a more complicated general issue, in our third 
‘micro–regime’, however, forest scientists’ ultimate 
goal is not to study basic ecological mechanisms 
(like in the second micro–regime) but to deduce 
trends of on–going climate change from certain 
characteristics of forest evolution. Accordingly, in 
a similar manner to the statistical models of the 
first ‘micro–regime’, researchers and managers 
expect to be able to collect ever more field data in 
order to improve the accuracy of climate change 
indicators.

Results are presented under the form of a map 
that shows the past, present and future progres-
sion of the “colonisation front” of the caterpillar. 
Therefore, the anticipatory logic at stake here 
puts past, present and future in linear succes-
sion in order to make climate change visible and 
palpable. Compared to the two other ‘micro–
regimes’, the focus of the third micro–regime 
is on raising the alarm and alerting managers 
and decision–makers on the progress of climate 
change with the idea that the future is already 
here and we have to act now in order to adapt to 
it. Accordingly, the vision of the future is both in 
continuity with past and present at the level of 
scientific and modelling practices that use past 
data of caterpillar populations and distribution, 
and disruptive at the political level because it 
invites both managers and politicians to act now 
in order to adapt to the future.

In this ‘micro–regime’, Big Futures are about 
assessing the progress of on–going climate 
change and alerting decision–makers, involving 
Little Futures that include finding ever more 
accurate and simple–to–use indicators of climate 
change and their impacts, collecting ever more 
data to fuel indicator levels and maps, and 
fostering policy changes and adaptation strate-
gies.

Relations and interactions between the 
three micro–regimes
Our inquiry accounted for the co–existence of 
three ‘micro–regimes’ of anticipation that seek 
to anticipate the evolution of forests under a 
changing climate. We found that researchers in 



89

Dolez et al.

the three micro–regimes belonged to different 
scientific institutions and published in differ-
ent scientific journals, suggesting that the three 
‘micro–regimes’ operate in relative isolation from 
each other. The first micro–regime spans across 
traditional agriculture and forest science and 
management institutions such as INRA, IRSTEA 
or ONF, whereas the second one unfolds in more 
basic research institutions such as CNRS. The third 
‘micro–regime’ involves both traditional forest 
research and management institutions (INRA, 
IRSTEA, and ONF) and policy–making institutions 
(the French Ministry of the Environment). Bib-
liometric analysis also shows that researchers in 
the first ‘micro–regime’ publish in academic for-
est science and management such as, for exam-
ple, Annals of Forest Science or Forest ecology and 
management, while researchers in the second 
‘micro–regime’ publish in ecology and global 
change journals such as Global Change Biology 
or Ecological Letters. In the third ‘micro–regime’, 
they publish both in genetics or population biol-
ogy journals such as Journal of Applied Entomology 
or Insect Biochemistry and Molecular Biology; they 
also publish papers in more applied forest man-
agement journals and reports for the French Min-
istry of the Environment.

However, certain scientists moved from the 
first to the second ‘micro–regime’ as, after being 
initially trained in forestry schools—such as the 
National School of Water and Forests in Nancy—
they found positions in ecology laboratories in 
research institutions such as CNRS. This is the case 
of a forest ecologist trained in the French National 
School of Forestry, who now develops funda-
mental ecological research into tree competi-
tion, which falls under the second ‘micro–regime’. 
Other researchers also moved from the first to 
the second ‘micro–regime’ as they became more 
aware of the uncertainties and limits related to 
running big correlative models. This is, for instance, 
the case of a forest modeller who works on the 
evolution of fire risks in a changing climate. While 
his research was initially focused on developing 
correlative and statistical models, he progressively 
became convinced that he could not extrapo-
late future conditions by relying solely on past 
and current data, because the system would not 
have the same behaviour if the extreme events 

started to become more frequent. As a result, he 
stopped making predictions and started devel-
oping research on more basic processes. Another 
modeller started his scientific career by working 
on trees’ large–scale distribution in various forests 
and using correlative models and inventory data 
sets—a research activity that falls under the first 
micro–regime of anticipation. However, during 
his career, his interest shifted to theoretical 
ecological processes such as the functioning and 
evolution of the diverse tree species in a given 
forest and he began studying the general link 
between an ecosystem’s diversity and its stability, 
then meeting the approaches favoured under the 
second ‘micro–regime’.

A number of researchers also criticized the 
first ‘micro–regime’ as ‘fashionable’ but not robust 
enough in scientific terms. They meant that too 
many variables and data put together as models 
are run in order to obtain long–term previsions 
with little attention to the precise biological 
mechanisms and diversity at stake. Importantly, 
while researchers in the first ‘micro–regime’ 
construct the future as the follow–up to both the 
past and the present, researchers in the second 
‘micro–regime’ consider the future to be disrup-
tive. Therefore, they doubt models and simulation 
based on past data series to be able to properly 
predict the future. They think that there are things 
and rules that just cannot be known in advance, 
also implying a different vision of which sort of 
knowledge is worth developing, as the head of 
an important research centre in ecology in France 
explained:

I’m not able to model the rules of carbon allocation 
in a tree: how much carbon is allocated to the roots, 
to the trunk, or some other thing? I’m not able 
to give an equation and say: This is how it works. 
Hence, I’m unable to make a prediction. Anyone 
who predicts the forest productivity or the timber 
stock in the 2100s if rainfall drops by 30% relies on 
current carbon allocation rules. We know that these 
rules will change, but we don’t know how to model 
it. It doesn’t prevent us from making predictions, 
but what is their validity? I don’t know.

He also suggested that the recent development 
of the first ‘micro–regime’ was strongly driven 
and supported by managers and decision–mak-
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ers’ high expectations in the capacity of forest 
science to produce long–term predictions on the 
future of forestry. In particular, he criticised the 
increasing development of integrative, statistical 
models producing maps of species distribution at 
very long term, for instance, 2100. To him, these 
correlative statistical  models produce “beautiful 
maps” but fail to address fundamental scientific 
issues such as how ecosystem functioning would 
be impacted by a changing climate. He argued 
that modelling practices should not be taken as 
a scientific result per se: “So, we have a model, 
and that’s it. We fuel it with anything and it out-
puts something. A model always gives you some 
result.” Instead, models should support the search 
for scientific answers to problems regarding eco-
logical mechanisms.

Researchers working under the second ‘micro–
regime’ thought that they were “closer to the 
biological reality” by developing models that take 
into account a very limited set of variables in a 
very precise manner:

I reduce everything to one parameter: quality Q. 
But in fact, the precision with which I calibrate 
my “black box” takes into account the chemical 
diversity of the species... while the big categories 
[used in statistical models] do not take it inaccount. 
So, they told me that my research is a “black box,” 
but it is their research that is a “black box”! (A forest 
ecologist)

The friction between the first and second ‘micro–
regimes’ is thus linked to their visions of which 
sort of scientific advancement matters, i.e. to dif-
ferent visions of what future knowledge agendas 
are worth developing and to different ideas of 
what “good” forest science is. 

We also found a range of cases of combina-
tion and collaboration between researchers 
from the first and second ‘micro–regimes’ of 
anticipation, such as in the case of the CarboFor 
research project (2002 – 2004) (Loustau, 2004). 
The CarboFor project was the first French scientific 
project to develop integrative statistical models 
based on IPCC scenarios in order to foresee the 
impacts of climate change on the distribution of 
trees over the long term. As these models progres-
sively appeared as being not precise enough, a 
second research project, Qdiv, aimed to improve 

the representation of forest ecological func-
tioning. This project led to comparing and inte-
grating the correlative models developed in the 
first micro–regime (such as BIOMOD: Thuiller, 
2003) and the process–based models developed 
in the second micro–regime (such as Phenofit: 
Chuine, 2000). A third research project, Climator, 
was eventually developed in order to apply the 
results of this integrative modelling approach to 
the production of standardised guidelines for 
agriculture and forestry. Its results were translated 
into a Green Paper aiming to help forest and agri-
culture managers and policy–makers anticipate 
the adaption of the timber and paper production.

Overall, we found that researchers’ commit-
ments to ‘micro–regimes’ of anticipation are 
partly related to, and dependent on, the types 
of relations they have with forest managers. 
Their relations with forest managers should not 
be considered end–products of their research 
(as researchers disseminate scientific results to 
managers in the form of guidelines, advice or 
technical support) but also as determining the 
type of anticipatory research agenda and practices 
that researchers are developing (Granjou and 
Mauz, 2012). For instance, having close relations 
with research managers will provide resources 
(i.e. funding, project partnerships) for developing 
research agendas and activities aiming to predict 
the future conditions of forestry and to help 
forest managers (i.e. commitments to the first 
micro–regime). On the other hand, researchers 
committed to the second ‘micro–regime’ (antici-
pating future tree biology) and working in funda-
mental research institutions usually have less 
close relations with forest managers, who are not 
that interested in understanding the very basic 
ecological mechanisms of trees in a changing 
climate. Eventually, researchers committed to the 
third ‘micro–regime’ (monitoring forests as indi-
cators of climate change) have developed close 
relations with policy–makers (especially from the 
Ministry of the Environment via the ONERC), and 
those relations help provide resources that fuel 
the agenda of monitoring forests as indicators 
of climate change. As a result, researchers’ antici-
patory agendas and practices tend to co–evolve 
with the nature and proximity of their relations 
with managers: their various relations to forest 
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managers are an important part of the shaping, 
stabilization and evolution of their commitments 
to ‘micro–regimes’ of anticipation. 

Conclusion
Overall, our results show that ‘climatisation’ (Aykut 
et al.., 2017) occurred in forest science and man-
agement not only at a discursive level—meaning 
the integration of the topic of climate change into 
forest science agendas and discourses—but also 
within organisations, collaborations and material 
infrastructures of knowledge, especially practices 
of data collecting and modelling (i.e. the network 
of forest observation sites called RENECOFOR, 
and the platform of models CAPSIS). The ‘climati-
sation’ of forest sciences also involves increasing 
exchanges and collaborations between forest sci-
ence, ecology and climate science and the mod-
els that were previously developed in isolation in 
each of those fields. Yet, our fieldwork also points 
to the co–existence of a plurality of research 
agendas dedicated to anticipating the future of 
forests under a changing climate. These research 
agendas differ in two ways: they develop forest–
driven vs. climate–driven science on one hand, 
forestry–oriented versus ecological and biological 
process–based research on the other hand. Our 
results do not only suggest how groups of envi-
ronmental scientists, experts and decision mak-
ers hold various and potentially conflicting views 
regarding which research fields, predictive tech-
nologies and anticipatory governance are worth 
developing to produce sound science insights 
into environmental futures, they also highlight the 
embedment of the predictive models developed 
by forest scientists and experts within various and 
partly conflicting politics of environmental antici-
pation, including concerns for adapting forestry 
practices to future climates (‘micro–regime’ 1), 
for anticipating the ecological resilience of trees 
and forests (‘micro–regime’ 2) and for mapping 
and preparing the advent of climate change and 
its impacts (‘micro–regime’ 3). Forest researchers’ 
commitments to the ‘micro–regimes’ and their 
various visions of what knowledge matters not 
only correspond to their professional trajectory 
and affiliation (i.e. belonging to fundamental or 
more management–oriented research institu-

tions). They also tend to co–evolve with the nature 
and proximity of their relations with forest man-
agers, as, for instance, having close relations with 
research managers will favour research agendas 
and activities aiming to predict the future condi-
tions of forestry and help forest managers. On the 
other hand, researchers committed to the second 
regime have fewer close relationships with forest 
managers, while researchers committed to the 
third ‘micro–regime’ have rather developed rela-
tionships with national policy–makers in the field 
of forest, agriculture and environment.

Let us briefly return to the recent literature on 
the emergence of a ‘regime of anticipation’ that 
challenges previous models of predicting the 
future through the calculations of risk probability 
based on past data series (Amoore, 2013; see also 
Aradau and van Münster, 2013). Instead of the rise 
of a global, all–encompassing regime of anticipa-
tion accompanied by a new “conjectural episteme,” 
our fieldwork in the case of French forest science 
and management suggests that the transfor-
mations of forest science and forestry practices 
aiming to anticipate climate change entail the 
co–existence of various, partly conflicting antici-
patory ‘micro–regimes’ at work, whose goals and 
approaches to science, forest and the future are 
different. Our fieldwork suggests that Amoore’s 
and Aradau and Van Münster’s thesis does not 
do justice to current changes in the knowledge 
production practices which aim to capture envi-
ronmental changes and futures. Instead of one 
unique way of constructing the future as an object 
of knowledge and action, we found several antici-
patory assemblages that seek to foresee the future 
evolution of French forests in a changing climate, 
various visions of the extent to which the future 
is disruptive and a variety of practices and strat-
egies for producing future–oriented knowledge. 
While in the first ‘micro–regime’, predictions rely 
on assembling past and present data into ever 
more sophisticated and integrative predictive 
projections, in the second regime, anticipating 
ecological changes requires scientists to modify 
the core of their models in order to predict how 
basic ecological mechanisms will evolve. In the 
third ‘micro–regime’, researchers aim to produce 
ever more accurate indicators of the on–going 
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and future progress of climate change drawing on 
data collection. 

Lastly, the embedment of a predictive research 
agenda setting within an environmental issue 
framework and political choices suggests that 
anticipatory pluralism is important in keeping 
a broad range of futures open to scientific and 
public scrutiny. In line with the new political 
sociology of science (Frickel et al., 2010), we 
argue that this plurality is essential in avoiding 

certain futures being completely unaddressed 
and unscrutinised (for instance, should the 
anticipation of forestry practices adaptation 
become hegemonic over the anticipation of tree 
species extinctions and ‘natural’ forest ecosystem 
destabilization). Documenting the variety of 
predictive scientific practices is instrumental in 
understanding the various and partly conflicting 
ways in which environmental futures are known, 
predicted and acted upon.
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Notes
1 Another example is the creation of the A-FORCE network (“Adaptation des FORêts au Changement Clima-

tiquE” i.e. Adaptation of Forests to Climate Change) which comprises 15 research institutes, engineering 
schools and the ONF, with the aim of promoting and supporting climate change knowledge transfer from 
research laboratories to forest managers. In particular, A-FORCE seeks to avoid misunderstandings of 
modelling and simulation results and their uncertainties among forest managers. 

2 The founder of SAMSARA, who works at IRSTEA, is in frequent contact with the National Forest Office in 
order to both collect data and to transmit SAMSARA results to forest managers with the goal of improving 
forestry strategies. SAMSARA is also used for training forest practitioners. 

3 Today, large controlled chambers for the measurement of gas exchanges between plants and the envi-
ronment exist in most major universities and agronomic institutes, for example New Zealand’s Biotron, 
the Bioklima project in Norway, the ecotron projects in Germany and in Belgium. Many more ecotron-like 
facilities are in progress.
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Abstract
Participants in Belize’s water sector encounter challenges in identifying and living within shifting 
environments, and in conducting the work of expectation given ambiguities in rainfall patterns, 
historical records, institutional resources and political interests. Policymakers, scientists and 
practitioners generate and organise different kinds of foreknowledge as they anticipate future 
quantities, qualities and distribution of water, amid questions about the patterning of expertise and 
the nature of water as a resource. I present three ethnographic vignettes to address: the navigation of 
nonknowledge in water policy implementation; the frictions that arise in modelling workshops where 
trainees generate data-driven maps of future environments; and the situated sensing of environmental 
change. Building on a concept of ‘reckoning’ that highlights cross-cutting technical, relational, political 
and affective dimensions of meaning-making, I situate these foreknowledge practices in the socio-
material contexts of environmental perception, economic development, and the political lives of 
anticipation.

Keywords: knowledge, prediction, anticipation, water, data, Belize 

Article

Introduction
This paper addresses how foreknowledge about 
water resources is generated, recognised and 
acted upon (or not) in efforts to anticipate envi-
ronmental conditions and implement national 
policies for water resources management and 
climate change adaptation in a coastal country 
in central America. For those involved in opera-
tional decision-making and longer-term strategic 
planning in Belize, current negotiations of knowl-
edge and policy around future water resources 
are shaped by histories of organisational devel-
opment, location and responsibility. For example, 
the sites of weather stations and status of data 

archives are influenced by colonial legacies; also 
important are the technological capacities of 
meteorological and hydrological services, current 
political priorities, and the roles of international 
networks, donors and experts. I build on theoreti-
cal work in STS and anthropology to analyse the 
technical, relational, political and affective dimen-
sions of quotidian knowledge practices of scien-
tists and practitioners in public, private and NGO 
sectors as they craft credible futures, and encoun-
ter questions about the limits of science and the 
patterning of expertise and authority. 
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The scales and horizons of knowledge produc-
tion and decision-making about environmental 
futures extend spatially across pixels, grid squares, 
communities, organisations, districts, river basins, 
coastlines, nations and regions, and temporally 
from ‘real-time’ to multi-decadal frames. While 
global infrastructures are at the heart of endeav-
ours to model the atmosphere (Edwards, 2010), 
the effects of atmospheric changes are experi-
enced as the medium of everyday life. Ingold 
(1993) contrasts a characterisation of the environ-
ment as a globe, separated from the observer and 
apprehended in a detached way (as abstracted 
in the techno-scientific visualisation of a general 
circulation model), with a perception of the 
environment as a sphere, known from within, 
for example as weather conditions experienced 
phenomenologically (Ingold, 2010). Other scholars 
have sought to complicate the duality of such 
models, arguing that while the ‘global’ pretends 
to a view from nowhere, or everywhere (Haraway, 
1988; Hulme, 2010), it is itself constructed and 
stabilised through contested political-economic, 
infrastructural and sociocultural efforts that are 
locally embedded (Blok, 2010). Knowledge infra-
structures can adopt different models of participa-
tion that afford different scope for empowerment 
and marginalisation (Jalbert, 2016). Scientists are 
also citizens and the boundaries between ‘the lab’ 
and ‘the world’ are not clear-cut (Monteiro and 
Rajão, 2017); we come to know the atmosphere 
through diverse senses, measurements, practices 
and comparisons (Choy, 2012).

A growing literature in STS and related disci-
plines has explored these imbrications of perspec-
tive and identity in the production of predictions 
and future imaginaries: how states mobilise antici-
patory knowledge to support policy directions 
(Nelson et al., 2008); and how discourses of risk 
management and other ways of rendering the 
future present and actionable are interlaced with 
culture, society and politics (Anderson, 2010; Beck, 
1992; Demeritt, 2006; Douglas, 1992; Hulme, 2009; 
Rayner, 2007). Ethnographic studies of environ-
mental forecasting have addressed how meteor-
ologists and climate scientists position themselves 
and their models and forecasts (and how they are 
positioned by others) with respect to uncertainty 
(Daipha, 2015; Fine, 2007; Lahsen, 2005; Shackley, 

2001; Taddei, 2012); and elucidated the social 
lives and ‘performativity’ of foreknowledge, and 
the challenges of accountability and equity for 
decisions about resource allocation (Barnes, 2016; 
Broad et al., 2002; Hastrup and Skrydstrup, 2013; 
Taddei, 2013).  In line with the aims of this special 
issue, I seek to engage the political dynamics of 
producing and negotiating foreknowledge; I do 
this by focusing on processes of ‘reckoning’ future 
quantity, quality and distribution of water to illu-
minate the sociality and materiality of anticipa-
tion in a context where climate change and water 
management are explicit policy challenges. 

The paper proceeds by presenting the research 
setting and methodology. I then introduce 
‘reckoning’ as a lens for exploring knowledge 
production and negotiation under uncertainty, 
before applying it to three empirical vignettes. In 
the first, I address the shifting political grounds 
on which institutional decision-makers are 
reckoning with(out) data, and how knowledge 
and nonknowledge for policy are organised and 
critiqued. I then examine experimental practices 
of hydrological modelling — ways of reckoning 
with models — involving the friction of nego-
tiating standards, expectations and meanings 
across observed, imagined and simulated worlds. 
The third vignette considers affective reckoning, 
foregrounding how people orient themselves 
given shifting points of reference that can trouble 
ideals of integration, translation and manage-
ment. These modes of reckoning — involving 
formal calculation but also opinion and judgment 
— are not necessarily mutually exclusive. They 
can however demonstrate different emphases 
with respect to the resources they value and put 
to work to anticipate future water, given incom-
plete knowledge of future weather and climate, 
limited/unevenly distributed material resources, 
and pressure to make timely decisions. I discuss 
how ‘reckoning resources’ can thus be understood 
in multiple ways: as the challenge of confronting 
uncertain resource futures; as the practice of 
calculating or estimating future water; and as the 
tools (including data, models, senses and expecta-
tions) that are put to work in anticipatory practice. 
I conclude that paying attention to modes of 
reckoning environmental futures, and to their 
cross-cutting technical, relational, political and 
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99

affective dimensions, is a way to foreground the 
socio-material conditions under which foreknowl-
edge may be made meaningful across contexts.

Research setting and methodology
Belize is recognised to be particularly vulnerable 
to impacts of climate change and variability at 
various timescales, with potential implications for 
crucial economic sectors of tourism, agriculture 
and fisheries (CaribSave, 2012; Richardson, 2009). 

Many of these anticipated impacts directly or indi-
rectly involve changes in quantity, quality and/or 
distribution of water, for example sea-level rise, 
saline incursion, and variations in patterns of rain-
fall, evaporation, flooding, and coastal erosion. 
Although it is located mostly on the Central Ameri-
can mainland, the country is recognised within the 
UN system as one of the ‘Small Island Developing 
States’ (SIDS) that share climate change vulnerabil-
ities, among other characteristics. With reference 
to Hau’ofa’s (1993) vision of a ‘sea of islands’, Lazrus 
(2012) has explored how island states and commu-
nities facing climate change are not as isolated as 
conventionally assumed: Belize is no exception, in 
light of not only the transboundary watersheds 
it shares with Mexico and Guatemala, but also its 
social and infrastructural connections across and 
beyond the Americas and Caribbean. Belize is 
thus a productive site for exploring different ways 
of knowing and potentially acting on future water 
across times, spaces and institutions.

The empirical research underpinning this article 
was undertaken in Belize over three months in 
2014, as part of a wider interdisciplinary project 
examining the usability of weather and climate 
forecasts for resource and hazard management 
in different national contexts and sectors. The 
study was designed to investigate social/institu-
tional dimensions of forecast use and non-use, by 
paying attention to how (potential) forecast users 
situated themselves in organisations and decision 
processes; how they gauged success; how they did 
(or did not) access and use weather and climate 
information; and how they prepared (or did not) 
for future conditions. The study also sought to 
examine forecasters’ definitions of success, and 
their relationships with their technical tools 
and with other decision-makers. To these ends, 

ethnographic observations and semi-structured 
interviews provided insights into forecasters’ and 
users’ lived experience; their views of their roles, 
opportunities and constraints; and the meanings 
they attached to their decisions and interactions. 
Throughout the research and analysis, relating 
insights from these two methods to each other 
and to materials including mission statements, 
forecast products and policy documents enabled 
validity checking and identification of patterns 
and differences in practices, perspectives and 
priorities.

In Belize, where I have conducted anthropolog-
ical research since 2006, the ethnographic study 
included (participant) observation of forecasting 
centres, training sessions and planning activities 
in the water sector, including three operational 
shifts at the National Meteorological Service, a 
two-day hydrological modelling workshop, and a 
coastal planning seminar. This afforded practical 
insights into participants’ applied and embodied 
knowledge, and opportunities for learning as situ-
ations unfolded. I also conducted interviews with 
60 water sector participants, including environ-
mental and climate scientists, weather forecasters, 
utility suppliers and regulators, and government/
NGO staff in agriculture, natural resources, and 
emergency management.1 The interviews were 
based on a shared but flexible protocol to enable 
in-depth discussion of issues important to partici-
pants, coverage of topics that may have been 
elusive during only three months’ of ethnographic 
research, and opportunities for pursuing and vali-
dating emerging themes from observations and 
other interviews. They also offered efficient use 
of time when interviewing busy professionals 
(Bernard, 2011: 157-158). I typed daily fieldnotes, 
and recorded/transcribed interviews for quali-
tative interpretive analysis. Working with these 
methods helped clarify how future water quanti-
ties, qualities, and distributions are reckoned — 
and reckoned with — in Belize.

Limitations of the methods include the rela-
tively short duration of the ethnography, which 
precluded following how forecasting or training 
endeavours developed over seasons and years. 
The focus on people who were willing to partici-
pate in interviews and observed events intro-
duces potential for self-selection by those with a 

Haines
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particular orientation to forecast production and 
use. I was attentive to this, particularly as Belize’s 
low population means that there are a limited 
number of actors involved with relevant work; I 
developed a network of key informants to help 
me connect with participants who may have been 
less visible or engaged. This study was designed 
primarily to address forecast production/use in 
professional contexts; as such, it did not thor-
oughly examine the roles and perceptions of 
wider ‘publics’ also affected by the information and 
decisions in question. When interviewing people 
in their professional capacity, their responses may 
reflect official lines rather than personal perspec-
tives. Both are interesting: the flexibility and 
rapport afforded by the semi-structured format, 
and the insights from ethnographic encounters 
and observations (sometimes involving the same 
interviewees) helped build a picture of what 
people do as well as what they report.

Reckoning (with) resources
In this paper, I use the notion of ‘reckoning’ 
to explore how scientists, public servants and 
other practitioners in Belize’s water sector navi-
gate shifting atmospheres, temporalities, val-
ues and commitments as they look to the future 
of water resources and hazards. I find the term’s 
multivalence useful for thinking through differ-
ent approaches to measuring and framing (im)
precision or (un)certainty: reckoning formally 
means to count up or calculate; it also refers to 
estimation, expectation, trust, opinion or judg-
ment. Along with these more or less direct paths 
to knowledge, its allusions to settling (accounts), 
tackling (challenges) and envisioning (possibili-
ties) span temporalities and are suggestive of the 
resources, reputations and livelihoods that are at 
stake as practices of water assessment and pre-
diction move between objectivity and interpreta-
tion, closure and ambiguity.2 These processes of 
abduction — of “tacking back and forth between 
futures, pasts and presents… turning the ever-
moving horizon of the future into that which 
determines the present” (Adams et al., 2009: 251)3 
— have affective power (see also Zaloom, 2009) 
and can influence action in the face of uncertainty, 
imprecision and/or ignorance.

Anthropologists Kockelman and Bernstein 
(2012) discuss reckoning time as a particular 
approach to framing temporality (distinct from 
metricality, performativity, or worldview) that 
“foregrounds the when and how long of an event 
[and] focuses on the social, semiotic and material 
resources we have for telling the time” (Kockelman 
and Bernstein, 2012: 324). It involves triangula-
tion: using privileged periods of repetition and 
points of orientation to size and order the event 
to be reckoned relative to the event of reckoning 
(Kockelman and Bernstein, 2012: 326). Kockelman 
and Bernstein’s (2012: 336) analysis highlights 
technical, relational and political dimensions 
of reckoning, and thus counteracts what they 
describe as a “pervasive theoretical insistence on 
independent, abstract, empty, homogeneity [that] 
obscures the dependent, concrete, full, hetero-
geneity of our actual everyday situated modes 
of temporal being” . This argument frames their 
discussion of ‘portability’ — the extent to which 
meanings produced through different semiotic 
technologies (such as language, clocks and 
calendars) can be understood and applied across 
historical and cultural contexts — as something 
that varies according to the simplicity of the tech-
nology, the knowledge shared by speaker and 
addressee, the relative sizes of the populations 
that control and reckon with privileged points, 
and hierarchies of credible measurements. Porta-
bility, they argue, relies not on absence of context, 
but on relations and mutual knowledge. The 
notion resonates with analyses by historians and 
scholars of science and technology who explore 
the production and circulation of immutable 
mobiles (Latour, 1987: 227), boundary objects 
(Star and Griesemer, 1989) and different modes 
and conditions of objectivity (Daston and Galison, 
2007; Porter, 1995).

Reckoning can be applied to domains other 
than time.4 While I do not apply their thorough 
linguistic analysis, I draw on Kockelman and Bern-
stein’s (2012) understanding of reckoning as a 
useful point of entry to consider how attempts 
to make measurement meaningful and establish 
shared understandings about future water are at 
once technical, relational and political. This fore-
grounds how diverse resources are mobilised 
by scientists and practitioners to know about 
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quantity, quality and distribution of water. The 
problem of anticipating its future characteristics 
adds further challenges. I situate these lines of 
enquiry in conceptual frameworks that see the 
implications for those reliant on the resources in 
question as bound up with an epistemic environ-
mental politics whereby power dynamics among 
different ways of knowing can make particular 
futures more or less salient or imaginable (Groves, 
2017; Jasanoff, 2004; Taddei, 2013), and that call 
attention to the role of material forces in influ-
encing knowledge-seeking and world-making 
(Vaughn, 2017). Who has authority to determine 
legitimate units and points of reference? What 
instruments and processes are used to assess 
current and future resources? What are the impli-
cations for people whose lives are bound up with 
the environments in question? I see these three 
provocations mapping respectively onto three 
sites that Orlove and Caton (2010) propose for 
anthropological analysis of water: water regimes 
(institutions, rules and tools of water govern-
ance); watersheds (hydrogeographical units of 
assessment and intervention); and waterscapes 
(experiential entanglements of place, ideology 
and meaning). These respectively underpin the 
following three empirical vignettes, which discuss 
shifting governance, modelling practice, and 
sensory experience of reckoning resources in 
Belize. 

Reckoning with(out) data
While environmental variability is not new to 
Belize, some anticipated changes are now being 
framed as existential threats, for example in 
regional assessment and policy documents that 
highlight rising sea levels, coastal erosion, saline 
intrusion, escalation in intensity of extreme 
weather events, and disruptions in rainfall and 
fresh water supplies (CCCCC and CDKN, 2012). Offi-
cial classifications and measurements of baselines 
and extremes make — and remake — environ-
mental resources and hazards through scientific 
practice and policy decisions that authorise par-
ticular technologies, motivations and objects of 
concern (Bond, 2013). In this section I examine 
how scientists and policy staff discussed data 
in relation to a shifting water regime (Orlove 

and Caton, 2010), paying attention to the power 
dynamics of knowledge and nonknowledge.

Water in Belize is vital for drinking and sanita-
tion, for agriculture, tourism, cultural practices, 
place-making, fisheries, coastal development, 
hydropower, and conservation. It is thus a matter 
of concern for local and national governments, 
nationalised and private companies, NGOs, 
consultants, universities and research institutes, 
communities, indigenous groups, and individ-
uals. Relevant responsibilities and knowledge 
are distributed among many different entities. 
For example, municipal supply, sewerage and 
some rural supply is undertaken by Belize Water 
Services Limited, with other rural supply managed 
by village boards under government oversight. 
Drainage infrastructure is largely the responsibility 
of municipalities. National electricity distribu-
tors and private dam operators manage water for 
hydropower production. The National Emergency 
Management Organisation (NEMO) oversees flood 
events and other emergencies. Surface water 
data is collected and collated by the government 
Hydrology Unit; the Met Service records and 
forecasts precipitation, and undertakes climate 
science-policy related duties (e.g. representing 
the country in UNFCCC processes) alongside the 
nascent National Climate Change Office, in collab-
oration with regional and global bodies including 
the Caribbean Community Climate Change Centre 
(CCCCC), the Caribbean Institute of Meteorology 
and Hydrology, and the World Meteorological 
Organisation (WMO). 

Shifting regimes
There has to date been little control of the abstrac-
tion and use of water in Belize. The National Inte-
grated Water Resources Management policy, 
presented by government in 2008, promoted 
a vision that formally vested water resources in 
the state and gathered responsibilities for water 
resources management under a national commis-
sion. The rationale for instituting Integrated Water 
Resources Management (IWRM) in Belize was 
that past water policies had been too “parochial” 
and there was minimal understanding of climate 
change impacts (BEST, 2008). The policy was fol-
lowed in 2009 by a National Adaptation Strategy 
for the water sector. Citing the IPCC, the strategy’s 
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technical review identified trends in tempera-
tures, precipitation regimes and extreme weather 
as motivations for improving water governance 
to benefit present and future generations,5 and 
noted that the lack of a comprehensive water 
monitoring programme in Belize precluded quan-
tification of threats to water (BEST 2009). In 2011 
the government enacted a National Integrated 
Water Resources Act. At the time of research, 
however, responsibilities remained fragmented, 
with water regulated for example as industry by 
the Public Utilities Commission, as effluent by the 
Department of Environment, as drinking water 
by the Ministry of Health; regulation of water as 
‘raw’ natural resource was expected to be the 
domain of the prospective National Integrated 
Water Resources Authority (NIWRA). The develop-
ment of NIWRA (a process dating back to at least 
to the 2003 reactivation of a Pro Tempore Water 
Commission that was revived and formalised in 
the 2011 Act) was a significant dimension of shifts 
in the water regime underway during the research 
period (FAO, 2015).

IWRM is an internationally instituted approach 
that, according to the Global Water Partnership, 
“promotes the coordinated development and 
management of water, land and related resources 
in order to maximise economic and social welfare 
in an equitable manner without compromising 
the sustainability of vital ecosystems” (GWP, 2000). 
The watershed is deemed the fundamental unit 
of analysis and intervention, with emphasis on 
scientific management and the development of 
an international network of experts and donors 
(Caton, 2007). As part of efforts to institutionalise 
IWRM in Belize, the Hydrology Unit had been 
moved in 2012 from the Met Service headquarters 
near Belize City, to the then-Ministry of Natural 
Resources and Agriculture in Belmopan, where 
it was destined to act as the NIWRA secretariat.6 
At the time of research, the project to develop 
NIWRA as an autonomous body to promote stable 
and independent oversight for water issues was 
progressing under climate change funding from 
the European Union. A major NIWRA objective 
was to create datasets to reduce uncertainty 
about current and future water resources, and ulti-
mately produce a national ‘masterplan’ based on 
assessments of water availability and stakeholder 

demand, which could be used as a management 
tool to inform licensing and fees.

Throughout my research, Belizean scientists 
and policy officials frequently framed the problem 
of water management in terms of insufficient data. 
In doing so they emphasised potentially reducible 
epistemic uncertainty, suggesting that water is 
a theoretically calculable — and thus govern-
able — resource (Scott, 1998): a view that seems 
well-aligned with IWRM’s science-led approach. 
A participant involved with NIWRA development 
was not the only interviewee to lament: “we can’t 
manage what we don’t know.” I heard complaints 
that data were lacking in quantity — over time 
(historical records do not go very far back and 
there are gaps in the records) and space (there 
are few gauging stations, issues with accessi-
bility for reading/maintenance, and a lack of 
groundwater monitoring) — and also in terms of 
quality, related to challenges of maintaining and 
calibrating instruments and relying on volunteer 
observers.7 Discussing themes of evidence-based 
decision-making, a water expert at the utilities 
regulator expressed frustration about being 
caught between the potential costs and benefits 
of a precautionary approach, implying the need 
for more data to help overcome this impasse:

If you don’t know the amount of resource that is 
there, you cannot manage it properly. You probably 
might be over cautious, and so you’re not getting 
what you want. Or you might be negligent and 
aggressive and causing it to go at-risk.

The implication here is that having more data 
will allow measurement and quantification of the 
available present resource (at the point of reckon-
ing), which in turn would facilitate reckoning of 
future amounts (given an understanding of likely 
trajectory), and hence the ability to influence 
these future amounts via management of abstrac-
tion and use. The situation of not-knowing cur-
rent quantities was presented as disorientating: a 
sense that without a stable baseline at the point of 
reckoning, the enterprise would be futile.

Taming nonknowledge
In conversations with government policy staff, I 
asked how they go about their work in this situ-
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ation. The following quotation demonstrates 
ambivalence: the official opens with confidence in 
existing knowledge, before noting that there are 
‘known unknowns’ that trouble the ability to pro-
ject with precision: 

We are aware of what our aquifers are. We know 
where they are… there are regional maps with the 
transboundary aquifers, and so we know what the 
source is... With satellites, there are calculations 
that you can do that make the projections. But the 
calculations are based on unknowns, and it’s better 
when they’re based on knowns... So, it’s really a 
case of we calculate based on what we know, but 
we know that we don’t know the extent.

The official gestured across a desk piled high with 
papers, and explained that they use frequent 
reporting, data mining and iterative decision-
making to face these limitations: 

We project, we document, we adjust; we project, 
we document, we adjust. And we go through that 
iterative process. And so, we’re tending towards 
infinity. We are getting closer and closer to be 
able to effectively say, “OK. Well, based on our 
experience this is going to be equal to that.”

With its heavy documentation and auditing — in 
the official’s words, “a lot of statistics” — the pro-
cess is presented as a dynamic form of reckoning 
that applies different technologies of observa-
tion, calculation and comparison using satellites, 
maps and statistics: an effort at triangulation 
using the situation at the ‘speech act’ of the pro-
jection (based on available ‘current’ data from 
e.g. gauges and satellites), and the calculations 
of expected change to project a future picture 
of water quality, quantity and distribution. This 
is subsequently ‘ground-truthed’ against obser-
vations and adjusted so that it tends towards an 
imagined end point where expectation meets 
eventuality and the problem is tamed. The gov-
ernment had recruited consultants to conduct a 
hydrological assessment of the southern portion 
of the country, which was intended to provide the 
background information that would enable pro-
jection into the future, taking into account pop-
ulation expansion and climate change. In these 
early stages of IWRM implementation, a key gov-

ernment goal was to develop a licensing regime 
(focusing on industrial abstraction), thereby instill-
ing the IWRM principle of water as an economic 
good. Interviewees explained that, given the data 
shortage, the government was allowing a ‘grace 
period’ whereby licenses were being administered 
but not yet charged as part of the environmental 
impact assessment process, with the condition 
that licensees install flow meters and submit this 
data along with their abstraction rates to the min-
istry. Ministry staff would check the actuals and 
may change the conditions of the annual license 
accordingly. This can be read as a performative 
exercise: piloting the programme as a means to 
procure baseline data, which will then facilitate 
checking, adjustment and — ideally — scientific 
management. At stake is the conceptualisation of 
water as a calculable and governable economic 
good.

Political data ecologies
The scientists I encountered frequently framed 
the data problem as a problem of distribution (and 
thus politics). Their descriptions of the knowledge 
ecologies of sharing, concealing, overlooking or 
denying data and contextual information sup-
port an analysis of nonknowledge or ignorance 
as not a simple opposite of knowledge or lack of 
competence, but something that can be actively 
constructed, strategically managed, contested or 
mobilised to allow certain forms of work or life to 
continue (Anand, 2015; Dilley, 2010; McGoey, 2012; 
Power, 2007; Rayner, 2012). As Mathews (2014: 82) 
notes in his study of Mexican forestry, nonknowl-
edge can be “tamed as calculable uncertainty, or 
alternatively transformed into ontological inde-
terminacy, scandals, and stories of corruption”. 
Indeed, while policy workers — focused on turn-
ing available data into management — described 
processes of reckoning-as-taming, many scientists 
used discussions of the challenge of reckoning 
without sufficient data as avenues for political 
critique. While most stated a commitment to the 
theoretical calculability of water resources — and 
the principle of science as a “less contestable” 
mode of decision-making — institutional/politi-
cal factors made them doubt that improved data 
availability and analysis would be practically pos-
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sible and, even if they were, whether they would 
lead to real change. 

Current and former public servants and scien-
tists spoke of institutional barriers to cumula-
tive, consistent and contextualised bodies of 
knowledge over both time and space. In terms 
of time, they alluded to losses of institutional 
memory when units and programmes were 
moved in civil service reorganisations, or when 
leaders were replaced according to electoral 
cycles. The short duration and external control 
of many projects impedes continuity; important 
documents may be removed overseas or otherwise 
rendered unavailable for future reference. With a 
shortage of trained experts employed by govern-
ment departments, the small pool of available 
consultants relied on for much research and policy 
drafting raised questions for some about account-
ability, conflicts of interest, institutional memory 
and duplication of efforts. For respondents raising 
such objections, the problem was not so much 
that datasets had not been produced, but that 
they could be disregarded by leaders seeking to 
make their mark with new projects.

The spatial dimension was reflected in 
complaints about the reluctance or inability of 
organisations and individuals to share data, both 
within Belize and across national borders: the 
latter was of concern given that more than half of 
Belize’s population rely for their potable supply on 
water that originates in neighbouring countries 
(BEST, 2009: 9). A framework was in place for 
cooperation with Mexico, but diplomatic relations 
between Guatemala and Belize remain sensitive 
and formal data sharing agreements were lacking. 
Belizean scientists and technical staff reported 
exchanging information through informal 
networks and meetings with counterparts at inter-
national conferences. A commonly cited example 
of data-sharing obstacles within the country 
was the physical and institutional removal of the 
Hydrology Unit from the Met Service. Several 
respondents expressed frustration that this had 
distanced the Unit from cognate work, making 
data sharing difficult, and flood forecasting effec-
tively impossible. These issues were compounded 
by the situation that at the time of research there 
was no hydrologist in the Hydrology Unit — a 
case frequently deployed as an archetype in 

commentaries about the problems of managing 
public sector expertise and human resources, and 
government apathy to environmental science. 
Scientists and regulators raised the challenge of 
overcoming a “mindset” or “culture” in Belize that 
views data as property and political capital. In the 
words of a former government scientist: “Here in 
Belize, people tend to hold on to information as 
if it’s gold.” 

Scientists and practitioners attributed political 
apathy about future resource pressures to a 
false sense of security related to Belize being a 
country with abundant water and low population 
density, but also to incentives for politicians to 
maintain discretion over resource allocation and 
keep debates about distribution out of the public 
sphere, particularly given connections between 
water and land, which is of fundamental impor-
tance in Belizean politics (Haines, 2012, 2018; 
Grandia, 2009; Wainwright, 2008; Wilk, 1997). Thus, 
there was doubt that even with data collected, 
made available and translated into policy, there 
would still be the problem of enforcement — 
again, frequently described as typical of Belize, or 
the Caribbean (see also Medeiros et al., 2011). This 
was seen as not only a symptom of scarce govern-
ance resources but a strategic performance of 
legitimacy for donors, stopping short of practical 
change. As an environmental scientist explained:

We end up with these beautiful plans… That’s 
what [funders] want to see -- policies change; 
they want to see legal frameworks change. But 
those are no good if there is no enforcement and 
if they are not implemented… Our policies are 
beautiful, actually... They say nice things. We’ve got 
to close that loop — from policy to legislation to 
enforcement …

In the current context, the scientist thought that 
taming the issue through specific and quantified 
economic arguments might have some influence, 
but in the longer term the situation would be 
unlikely to change without a shift in political cul-
ture from factional clientelism to more transpar-
ent democracy.

These critiques move focus from nonknowl-
edge as calculable uncertainty towards narratives 
of the control of information by institutions for 
which such knowledge would be uncomfortable 
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or inconvenient (Mathews, 2014; McGoey, 2012; 
Rayner, 2012). While conflicts about data avail-
ability and sharing are of course not restricted 
to this location, the common identification — 
by Belizeans — of such an attitude as a national 
phenomenon corresponds with a broader vernac-
ular critique of political elites and their strategic 
relationships with (non)knowledge. It connects 
with melancholy expressions of nationalism, for 
example in newspaper editorials that speak of 
a sense of inferiority, rooted in colonial subjuga-
tion and maintained through reliance on external 
projects, and the notion of untapped potential, 
restricted by resource shortages and ‘bad politics’. 
It was clear from my interviews and ethnographic 
encounters that many scientists experienced 
these frustrations as an affecting and emotional 
context for their work.

In this section I have discussed how a changing 
water regime provides the grounds for reckoning 
with(out) data. Resonant with the ‘normal science’ 
rationale of IWRM (Orlove and Caton, 2010: 410) 
and its conceptualisation of water as an economic 
good, water policy officials and scientists articu-
lated an urge to quantify: mobilising an idea of 
certainty as theoretically attainable (Hulme, 2009: 
84) and water resources as potentially knowable 
and manageable, if only political contingencies 
could be contained. For the policy staff, reckoning 
with different sources of data and uncertainty was 
presented as an iterative process working towards 
an eventual imagined alignment, whereby 
resources could be scientifically managed 
through a licensing system based on correctly 
anticipating supply and demand. The uncertain-
ties of the current situation created the condi-
tions for this new policy work to be done. Writing 
about municipal water supply in Mumbai, Anand 
(2015) notes that the material resistance of water 
and its associated infrastructures to calculation 
and governance is influential: it affords spaces for 
contestation and strategic ignorance that enable 
water engineers to carry out their practical work. 
Ballestero (2012) has examined the productive 
roles of faith, dissent and ruptured numeric logics 
that generate relations and potential in water 
policy processes in Brazil and Costa Rica. In Belize, 
too, material and social things confound certainty 
about water. This generates debate about not only 

how policy should be made and implemented but 
also how politics should be done. Thus, reckoning 
with(out) data also means reckoning with environ-
mental and political indeterminacies.

Reckoning with models
In this vignette, I turn from the policy sphere to 
a training workshop concerned with reckoning 
future water by wrangling software and data to 
run models that would visualise runoff and erosion 
in decades to come. This hydrological modelling 
practice was underpinned by the topographi-
cally defined concept of the watershed, and the 
temporal scale of climate projections to 2080. The 
event was one component of a research project 
assessing the potential impacts of climate change 
on Belize’s water resources. While, in the wider 
project, modelling specialists were using similar 
processes to produce new datasets and technical 
reports, this workshop was envisioned as a train-
ing opportunity for people working in different 
sectors: to learn about available tools; to explore 
‘what would happen’ to water resources under 
different climate change and land use scenarios; 
and to consider the impacts for their professional 
domains. The international financial, technologi-
cal and knowledge infrastructures behind the 
endeavour were made clear through the collab-
oration of the national university with regional 
NGOs and scientific institutions, funding from 
international agencies, the use of IPCC scenarios 
to frame the modelling exercise, and the venue: 
a Taiwan-funded computer lab in the Belizean 
capital city. Many of the 20 or so participants wore 
shirts embroidered with the logos of government 
ministries (e.g. agriculture and natural resources; 
forests, fisheries and sustainable development); 
others hailed from NGOs, consultancies and uni-
versities. Some had brought laptops already 
loaded with the ArcGIS mapping software that 
most participants used in their work; the rest of us 
logged into the lab’s PCs and loaded a free alter-
native programme. 

Over two days, the course facilitators intro-
duced online sources of global climatological 
data, satellite observations, and future rainfall 
scenarios. On our screens, the maps — based 
on watersheds — projected a unit of analysis 
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that exceeded the familiar national map of 
Belize, extending into Guatemala and Mexico, 
and drawing attention to incongruities between 
physical and political boundaries. The climate 
datasets we downloaded from worldclim.com 
comprised monthly averages for past, current 
and future temperature, precipitation and biocli-
matic variables at resolutions of up to 1km2, 
with observations interpolated for areas lacking 
weather stations, such as the expanse of the Maya 
Mountains. The future datasets had been derived 
by downscaling 19 general circulation models in 
the CMIP5 (fifth Coupled Model Intercomparison 
Project), run according to IPCC scenarios. Using 
the GIS software and the N-SPECT (nonpoint-
source pollution and erosion comparison tool) 
extension, downloaded from the US NOAA 
(National Oceanic and Atmospheric Administra-
tion) website, we followed instructions to apply 
future precipitation and land use (i.e. deforesta-
tion) scenarios to maps of soil type and elevation. 
An early task was to activate the digital elevation 
model (DEM), which underpins the representation 
of the watershed as the key to water behaviour: 
water flows downhill, so the elevation of each 
grid cell relative to its neighbours determines 
the direction of flow. Using these resources, we 
would be reckoning future quantities, qualities 
and distributions of water. Scientific calculations 
would transform the baseline observations into 
projections using complex mathematical relation-
ships among factors including soil type/moisture, 
rainfall amount/intensity, and topography; 
allowing us to query how variables could shift 
under different climate and land use scenarios.

While many of the workshop participants 
were familiar with using GIS software to map 
existing circumstances, few said they had used 
the demonstrated techniques to cast GIS maps 
into the future (or cast the future in maps). In 
response to prompts about how the techniques 
from the workshop could be transformed into 
practices with operational relevance, practitioners 
spoke of different sensitivities, information needs, 
technical constraints, responsibilities and capaci-
ties for enacting decisions relating to future water 
quality and quantity. Nonetheless, the extent 
of the promise of GIS felt among its proponents 
was characterised when, during a coffee break, 
one participant remarked that a lot of GIS work in 
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Belize had started “for [biodiversity] conservation”, 
but was now “for society”.

The work of friction
Slowed by internet connection delays that dis-
rupted smooth data downloads, we nonetheless 
conjured flickering visualisations of what might 
happen to water accumulation, runoff, and sedi-
mentation over the next 35 years. The models 
ran slowly, causing some impatience. We were 
occasionally derailed by inconsistencies between 
the free and licensed software, prompting jok-
ing interjections about pirated versions, aimed 
at representatives from the software distributor 
who were present. For example, one software ver-
sion automatically performed a correction to fill in 
‘sinks’ in the DEMs that can cause problems for the 
next modelling stage; in the other version this had 
to be done manually. The question was posed: 
how would one know if the sink correction had 
been done or not? The response was to look at 
the model output map and check it against prior 
knowledge about the location of major accumula-
tion points (e.g., river mouths). 

These kinds of challenges illustrate what 
Edwards (2010: 83-86) terms the data and compu-
tational ‘friction’ of working with large data sets, 
multiple computer systems and diverse organisa-
tions to create and manipulate global atmospheric 
simulations. In his definition, computational 
friction is the resistance that hinders the conver-
sion of inputs into information and knowledge; 
data friction is the (energy, attention, time) cost 
of moving data among machines, humans and 
organisations. In the workshop, these frictions 
made themselves known through the slow-
moving progress bars that sent us seeking coffee 
(‘run time is uncertain…’), in the different maps 
displayed on my and my neighbour’s screens 
after attempting to perform the same opera-
tions on the same datasets, and in the frustra-
tions of the workshop convenors who had spent 
time checking the data and instructions only to 
be faced with unexpected outcomes. Dealing 
with such frictions involved social and physical 
energies: switching file formats, converting inches 
to centimetres, re-running models, making jokes, 
offering reassurances about the validity of the 
methods, and advising trainees to confirm model 
outputs with reference to prior knowledge.
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Further frictions became apparent in the 
course of participants’ questions to the modelling 
experts leading the workshop, as they raised 
queries about data provenance, model assump-
tions, physical processes, and judgment of what 
the models were expected to reveal and what 
they might be useful for. There was animated 
discussion about the terminology and scale of 
watersheds, catchments, sub-catchments, and of 
cuenca, subcuenca and microcuenca in Spanish-
speaking neighbouring countries. Watersheds are 
seen to be useful management units, but these 
conversations made it clear that their definition 
is not always a given. As we were guided through 
the model setup in the N-SPECT plugin, questions 
arose about the default inputs. The curve numbers 
(used to predict runoff resulting from rainfall 
events in particular areas) had been developed in 
the USA: it was suggested that a future research 
agenda could include developing more locally 
relevant parameters. Government water and envi-
ronment specialists noted that many of the pre-
defined water quality standards were based on 
those of the US Environmental Protection Agency, 
while best practice in Belize was guided by World 
Health Organisation standards. Other pollutant 
threshold values that had been derived from US 
studies (according to the user guide) were treated 
with some suspicion by the government envi-
ronment officers who explained “the way we do 
things here”. The facilitator emphasised the possi-
bility of adjusting the defaults to locally relevant 
values in future uses of the model. (We eventu-
ally moved on, disregarding the output analyses 
that used the figures that the government officers 
professed not to trust.) There were also questions 
about the input of numbers of thunderstorms and 
intensity of rainfall, as recorded in my fieldnotes:

We also have to add a figure in a box marked 
‘raining’ — this stands for the number of raining 
days per year, defined as the average number of 
storms in one year in the period of interest. In 
Panama [where project contributors have been 
developing the models], they always used the 
number 40.8 Some participants picked up on the 
Biblical reference… This number was subject to 
quite a lot of debate. Is 40 a good figure? How 
might this change? What does reducing/increasing 
it do?

These debates were about the degree to which 
people and organisations shared knowledge of — 
and were convinced about — the units of analysis 
and points of reference being used to reckon 
qualities and quantities of future water. As such, 
they concerned the portability of the modes and 
outputs of the reckoning process (Kockelman 
and Bernstein, 2012): the extent to which the 
validity and meaning of the parameters and 
modelling process could travel across geograph-
ical locations, environmental contexts, and regu-
latory landscapes. Dealing with the friction of 
standards and inputs, datasets and software took 
time and social work, including that which had 
gone in to designing and justifying parameters 
and software to account for (some) differences (as 
evidenced in the tools and user guides), and also 
the facilitators’ efforts at clarification. These trans-
lations sometimes succeeded and sometimes did 
not succeed in convincing workshop participants 
about applicability across cultural and environ-
mental contexts; they generated lively discus-
sions about model assumptions, limitations and 
potential. 

Modelling interdependence
To correct for model processes that made water 
seem to pool ‘unrealistically’ in output maps, 
we were instructed to perform a function that 
‘burned’ digitally into the underpinning topo-
graphical layers. The facilitator’s explanatory 
simile — that this was “like digging a ditch in your 
land to make the water flow where it should flow” 
— collapsed the divide between the model and 
the physical world, bringing earthy realism and 
physical labour to bear on the pixelated layers 
before our eyes, inviting us to craft a more realistic 
version of the model by figuratively carving into 
its representational landscape: the DEM. As for the 
sink-filling operation mentioned above, the impli-
cation was that knowledge of the material world 
had to be mobilised to check and correct the visu-
als being called forth on our screens.

The model of nature built in the software’s 
equations seemed to have what Munk (2013), in 
an account of his own flood modelling appren-
ticeship, calls “its own anticipations”: “it exacts 
a certain demeanour on behalf of its modellers; 
it expects us to feed it with a world rendered in 
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specific and digestible formats” (Munk, 2013: 
145) — for example the input parameters 
mentioned above. Munk (2013) argues that the 
interdependence of the model and modeller in 
scenario generation both requires and produces 
a hybrid through which uncertainty and surprise 
may proliferate, thus ‘emancipating’ nature from 
bounded assumptions, not merely working as a 
tool to anticipate a nature already ‘out there’. This 
resonates with an ‘abductive’ mode of anticipatory 
reckoning, open to surprise and undetermined 
outcomes, and operating through a ‘workmanship 
of risk’ (Hallam and Ingold, 2007; Pye, 1968) which 
bears the possibility of failure. Adams et al. (2009: 
255) describe computer modelling as a “standard 
means of abduction”, and abduction as a core 
dimension of anticipation which focuses attention 
on how the present can and should be influenced 
by particular futures. Responding to challenges 
about the input values, and making the case 
for the usefulness of the approach in a range of 
management contexts, the instructor emphasised 
that a key benefit of the N-SPECT tool was the 
capacity to ‘tweak’ settings and inputs to experi-
ment with different possibilities and decisions, for 
example to separate different kinds of land use 
and rainfall trajectories to make different relation-
ships and possibilities visible. The training thus 
highlighted the constrained manipulability of the 
model as a “mutable mobile” (Morgan, 2012: 398) 
— a tool for reasoning and imagination, in which 
the barriers and frictions that trouble the port-
ability of technologies and meanings (Kockleman 
and Bernstein, 2012) can at the same time open 
debate about environmental and political uncer-
tainties.

Reckoning with models is thus a relational antici-
patory practice: it relies not only on hydrodynamic 
equations, interpolation techniques, and infra-
structural data connections, but on experiences, 
regulatory contexts, and discursive explanations 
relating virtual to physical, watershed to polity, 
baseline to scenario, and model output to human 
expectations. Highlighted through its status as a 
training session, the modelling practice during 
this workshop was less about calculating specific 
outputs than about experimentation: visualising 
multiple alternative futures; asking participants to 
consider potential uses of the tools; and situating 

us in relational interdependence with the model. 
Through this, our ability to affect the mapped 
outcomes — in intended and unintended ways 
— served as an analogy for the sensitivity of water 
to climate and land use change; demonstrated 
the fragility of the model itself; and invited us 
to adjust its parameters to more closely match 
our perceptions, knowledge and expectations of 
the material world. The experimental framework 
and its associated frustrations revealed the work 
of making translations that (partially) stabilise 
the models to the extent that they can act as a 
shared resource for meaningful negotiation. While 
the process evoked by the policy worker in the 
previous section was one of narrowing towards 
an ideal alignment of expectation and eventuality, 
mediated by iterative interventions and feedback, 
the workshop conjured a proliferation of futures 
that caused participants to question what kinds of 
interventions might have different effects.

Affective reckoning
In this final empirical vignette, I address facets of 
reckoning future water that connect foreknowl-
edge practices to the material and meaning-
ful affordances of the waterscapes that people 
inhabit. If  (as Kockelman and Bernstein (2012: 326) 
set out for spatial and temporal reckoning using 
maps and calendars) a requirement for triangula-
tion is being able to relate one’s own position to 
a privileged point of reference/point to be reck-
oned, it is relevant to ask: how do people working 
with water policies and models position them-
selves within the environment as they reckon pre-
sent and future water? The preceding vignettes 
have touched on some ways of identifying cir-
cumstances at the point of reckoning (for example 
through baselines/current datasets); I now focus 
on examples of how phenomenological and nar-
rative knowledges are negotiated in (dis)connec-
tion with scientific understandings.

Strange weather
One theme that emerged strongly during my 
fieldwork was how people reckoned time and 
climate in seasonal terms, and the conundrum of 
doing this when expectations did not match expe-
rience. What does it mean to say we are in the wet 
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season? When is a wet season not a wet season? 
Forecasters, agriculturalists and dam operators 
pondered aloud the “strange” weather conditions 
throughout my research starting in August 2014. 
At that point, we were either experiencing an 
exceptionally dry wet season, or a prolonged dry 
season. The dissonance between expectation and 
experience was interpreted and articulated in dif-
ferent ways. For most respondents, including the 
meteorologists from whom I sought professional 
opinions, definitions of wet and dry seasons were 
aligned with certain months, based on historical 
trends. In this understanding, the rainy season 
(usually preceded by a short rainy spell and brief 
pause) is typically defined as coincident with the 
hurricane season (June-November): as such the 
season is not defined based on a trigger or thresh-
old in observed conditions. It is thus possible 
that material conditions do not fit the seasonal 
description (as in the observation of a “dry wet 
season”).9 An alternative perspective was articu-
lated by the sugar industry workers who told me, 
in a dusty Orange Walk town in September, that 
the rainy season “would soon come”, and by an 
agriculture officer who noted that one year, when 
it started raining in October and continued for 
several months, there was “almost no dry season.” 
These alternative modes of orientation situate the 
speaker within material conditions rather than 
calendar-based seasons, and highlight narrative 
tensions between the two. 

These different attempts to account for disso-
nance between expectation and experience 
communicate the widespread notion that atmos-
pheric conditions had recently become unpinned 
from established points of reference. They draw 
attention to the relational work of reckoning water 
in the present, let alone the future: both in terms 
of the challenge of communicating meaning 
when expectations based on shared seasonal 
calendars are destabilised (as in apparently 
oxymoronic descriptions of ‘dry wet seasons’); 
and the translations that are possible based on 
shared cultural understandings of what different 
seasons have meant in the past, and of (sensed 
and/or narrated) slippage. These tensions, sensa-
tions, opportunities and emotions, mobilised in 
discourses about weather and climate change, are 
part of the context in which scientists and poli-

cymakers operate. Rather than always existing 
at a remove from technically-mediated meas-
urements and trends, the sensory dimensions of 
weather and water knowledge are often impli-
cated in scientists’ narratives and justifications. For 
example, a facilitator of the modelling workshop 
referred to the colour of the Belize River as viewed 
from his plane window on landing as an indicator 
of the anomalous current season. This observa-
tion inspired a workshop exercise using satellite 
data to compare this year’s rainfall readings to an 
ostensibly ‘normal’ historical year, thus bringing 
different knowledge sources into conversation.

It is not my intention here to discuss evidence 
of shifting patterns, but to reflect on the ways 
in which people framed their interpretations of 
weather as experience and climate change/vari-
ability as a domain of knowledge extending into 
more or less distant pasts and futures.10 Perceived 
shifts were attributed to different physical factors 
including El Niño, longer-term climate change, 
and land use practices. For example, a member 
of technical staff at the Agriculture Department 
mixed personal and professional experiences as 
he noted that, while not everyone is familiar with 
‘climate change’ as a concept, changes are regis-
tered through situated awareness, memory and 
comparison:  

I remember growing [up], my grandfather saying 
the first of May he will plant because he knows 
rain is coming. [It] worked, yeah… Maybe a farmer 
might not know what climate change is, but he 
is aware that the surrounding is different… I’ve 
heard a lot of farmers saying it’s hotter… Along the 
highway I used to see those streams yearlong with 
water… But now as dry season comes they are dry. 
That means somehow upstream they have cleared 
the land, and there’s not much water to run into the 
stream again.

The sense of disorientation presents a practical 
as well as epistemic-ontological dilemma, as the 
transition between wet and dry seasons is the 
most sensitive period of the year for many deci-
sions. Sugar and hydropower workers pointed 
out erratic curves in rainfall graphs over recent 
years, explaining how decisions based on reckon-
ing using historical trends had led to losses when 
environmental conditions did not conform to 



110

Science & Technology Studies 32(4)

climatological expectations. In the previous sea-
sonal cycle, the rains had continued beyond their 
usual terminating point, causing upset at harvest 
time for sugar farmers and refiners as fields were 
waterlogged and cane diluted. Recalling 2012 as 
“a horrible year”, hydropower planners explained 
that they had drawn down reservoir levels late in 
the dry season, expecting plenty of rain as nor-
mal in July. When this did not materialise, they 
had to turn to more expensive power sources. As 
Vaughn (2017) argues for climate change adapta-
tion projects in Guyana, “unruly” worlds can push 
experts to reconfigure their knowledge-seeking 
behaviours.

Reckoning otherwise
With the past thus destabilised as a reliable frame 
of reference, some decision-makers were seek-
ing alternative foundations for foreknowledge. 
Hydropower managers and large-scale farmers 
were researching the use of dynamic forecast-
ing models at daily to monthly timescales, and/
or ‘real-time’ information from Met Service radar 
or private weather stations; smaller-scale farmers 
spoke of using near-term, situated indicators of 
rainy season onset such as animal behaviours: a 
more intimate form of reckoning in terms of both 
sensory and temporal proximity. Some eschewed 
the pursuit of more reliable information in favour 
of possibilities to reduce sensitivity to variability, 
for example through index-based crop insurance, 
soil and water conservation, crop diversification, 
and/or moral economies of collective support. 
In agriculture — as in other sectors — sensitivi-
ties to atmospheric conditions and to informa-
tion vary, across crops, locations, scales and styles 
(e.g. mechanised or manual, irrigated or rainfed), 
and the social relationships in which they are 
embedded. Predicting future water resources is 
but one consideration: the question of what can 
be done about variable conditions is entangled 
with the capacity and values of the individual 
or organisation (electricity distributors worried 
about value for money; dam operators worried 
about infrastructure failure; water supply manag-
ers prioritised quality). A high-profile industrial 
dispute in the sugar sector during my stay dem-
onstrated that while the timing of rains is impor-
tant for the sugar harvest, political contingencies 

and negotiations of quotas, prices, and farmer 
autonomy are crucial (Haines, 2019). Anticipation 
as an affective state (Adams et al., 2009; Zaloom, 
2009) may be experienced and addressed very 
differently according to how individuals and col-
lectives are positioned and oriented in relation to 
environmental conditions, more-or-less shared 
systems of reckoning, decision-making processes, 
emotional engagements, and capacities to act on 
information.

This section has documented narratives of 
disorientation and anticipation that characterise 
efforts to reckon future water in the face of unruly 
points of reference. Weather and water resources 
emerged in these narratives less as external 
objects to be known and potentially managed, 
more as ontologically unstable — and potentially 
unknowable — atmospheres and waterscapes 
in which people and decisions are embedded. 
Reckoning future water involves relating points 
of orientation and reference: the work of commu-
nicating meanings often involves placing sensory 
experience in relation with shared cultural under-
standings, privileged units of measurement and 
narrated memories in the process of reckoning 
with environments as well as with politics and 
technology.

Discussion: Political lives 
of anticipation
In the first vignette, I described how water policy 
officials and scientists reckon with(out) data as 
they confront the political contexts of manag-
ing nonknowledge. The theoretical calculability 
and governability of future water quantity and 
quality are conjured by narratives that empha-
sise epistemic uncertainty (incomplete knowl-
edge as a result of insufficient data), and express 
an urge to quantify, objectify and manage water 
via bureaucratic instruments such as assessments, 
masterplans and licenses. At the same time, many 
practitioners acknowledge that figuring current 
water, let alone anticipating what climate change/
variability might do to it is a political problem, 
unlikely to be resolved by scientific data alone. 
The second account — of reckoning with models 
— drew attention to frictions underpinning osten-
sibly calculative modes of anticipation. Trainee 
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modellers queried and translated the inputs to a 
model, producing multiple simulated visions of 
the extended future (via representations of quan-
titative calculations solved in each grid square). 
The experimental adjustments of inputs catalysed 
discussions about assumptions, expectations and 
entanglements of world, model and modeller; and 
about the relative portability of information con-
veyed by scientific calculations, observations from 
different locations, and personal experience. The 
significance of experience extends into the third 
vignette, which addressed the affective reckoning 
of people trying to orient their experiences, narra-
tives and decisions within an atmospheric context 
perceived to be unstable. This further exceeds the 
‘formal’ definition of reckoning as counting or cal-
culation, raising questions about dealing with the 
ontological uncertainty of chaotic atmospheric 
systems and the reflexive uncertainty of human 
responses to information that may in turn influ-
ence atmospheric outcomes (Dessai and Hulme, 
2004). As such, it draws attention to the definition 
of reckoning as challenge, opinion and judgment, 
and to the work involved in situating oneself in 
orientation to points of reference that are more or 
less socially salient. 

These different modes of reckoning are not 
separate; indeed, affective dimensions resonated 
through all the situations described above — 
from the emotional frustrations of scientists 
feeling their work to be constrained, to policy 
workers’ attempts to control unknowns of water 
and human behaviour, to the modellers’ reflexive 
concerns about manipulability and urgency (and 
their instructions to ‘dig’ into the model landscape), 
as well as the disconcerting temperatures and 
colours sensed in environmental surroundings. 
Socio-material data and computational frictions 
(Edwards, 2010) also draw attention to frictions 
between worldviews (Tsing, 2005) that emerge 
in processes of reckoning uncertain futures and 
conveying their meaning, and which can cause 
discomfort, anxiety, disorientation, confidence, 
and excitement (Adams et al., 2009; Zaloom, 2009) 
as they draw participants into reflexive relation 
with technologies, environments, people and 
organisations. 

Notwithstanding recognition of the difficulties 
of knowing current and future water, I encoun-

tered many people strongly invested in the 
promise of assessments, maps, and models for 
resource management, notably among a cross-
sector community of GIS workers and enthu-
siasts who were active in workshops and on 
social media, sharing maps and promoting their 
benefits not only for water management but also 
for agriculture, forestry, health and journalism. 
The aspiration to scientific management draws 
attention to how relationships between the real 
and the virtual are imagined and managed, for 
what purpose. While policy ideals promote an 
integrated vision of watersheds as social as well as 
ecological systems, the focus on addressing these 
through data-led interventions risks overlooking 
the diversity and friction of political struggles and 
interpretive meanings of the future, and valor-
ising frameworks that fund and legitimise only 
particular projects and principles — for example 
the principle of water as an economic good 
(Orlove and Caton, 2010). 

Although some forecasters and scientists 
expressed interest in the knowledge that small-
scale farmers could contribute to water manage-
ment planning, others engaged in more defensive 
discourses, positing a hierarchical distinction 
between science and the knowledge of groups 
often described as less-educated farmers who 
‘plant by the moon’.11 A few participants cited 
concerns about the predominance of inputs, 
instruments and infrastructures originating 
elsewhere in the world: models are often cali-
brated for particular locations; external donations 
and tools produced in distant ‘centres of calcula-
tion’ (Latour, 1987) bear the weight of historical 
relations and legacies of coloniality (Escobar, 2004; 
Quijano, 2007). As such, the world as political and 
contingent impinges on the view of the ‘globe’, 
even as the latter pretends to detachment: “each 
view contains the seeds of the other” (Ingold, 
1993: 41). Real and perceived power imbalances 
within and between sectors or between govern-
ments and publics complicate efforts to map and 
manage: for example, attempts by sugar industry 
researchers to collect data on multiple variables 
for growers’ fields were not universally welcomed 
by farmers (Haines, 2019); projects to demarcate 
land use in southern Belize have encountered and 
created complex political-ontological struggles 
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(Wainwright, 2008). Nonknowledge is threaded 
throughout these narratives — sometimes as 
potentially reducible epistemic uncertainty, but 
also as ontological indeterminacy and political 
critique (Mathews, 2014). It may be wielded as a 
resource by those in positions of authority; it can 
also create possibilities for considering multiple 
water futures and re-embedding water, weather 
and climate knowledge into social and political 
lives (Hulme, 2009). 

Conclusion
In their discussion of reckoning, Kockelman and 
Bernstein (2012: 336-337) argue that creating 
knowledge claims that are portable across cul-
tural and historical contexts often involves “long 
chains of responsibility and right, truth and justifi-
cation, evidence and inference, technologies and 
techniques, everydayness and expertise, as well 
as modes of theoretical and practical agency”. 
Latour (1999: 58), commenting on the durability 
of ‘things’, argues that it is through a “regulated 
series of transformations, transmutations and 
translations” that acts of reference work to ensure 
and maintain coherence of meaning. In this article, 
I have shown how different technologies, senses 
and expertise are put to work to compare past, 
present and future; to map and imagine different 
possible futures; and to influence (or hinder) poli-
cies and actions that may usher these futures into 
existence. I have drawn attention to the roles of 
nonknowledge and friction, and the socio-material 
dimensions of multiple modes of anticipation 
that craft water resources as temporal, relational, 
political and also affective phenomena, known 
and debated through ‘abduction’ (Adams et al., 
2009: 255) — an orientation to the future that lies 
between ‘is’ and ‘ought’; a condition of striving to 
know what to do under pressures of time. 

Contested values and knowledge-making 
practices trouble the ‘integration’ promoted 
in contemporary global frameworks for water 
management. This is particularly salient when 
resources are contentious: water may be abundant 
in Belize now, but its deep connection with land, 
in a context where land is closely aligned with 
power, increase its potency as an object of politi-
cised reckoning. Technical limitations, divergent 

values, intractable politics, and unstable environ-
ments are challenges for the relational work of 
reckoning, which is social and cultural given that 
its ability to convey meaning relies on shared 
understandings. These are of course crucial for 
wider publics as well as the professionals whose 
practices and perspectives have been the focus 
of this article: future extensions of this work 
could engage with reckoning practices of wider 
groups, and investigate change over time as water 
assessments and management interventions are 
enacted and socio-ecological settings continue 
to shift. As Nelson (2009) notes in her work on 
the aftermath of war in Guatemala, the notion of 
reckoning holds the promise of accountability, but 
also the power to unsettle objectivity as people 
and institutions struggle to produce ‘facts’, or — in 
the terms explored above — meanings that make 
sense across contexts. The modes of reckoning 
described here are anticipatory practices with 
political effects that stem from their capacity to 
orient themselves in the present while rendering 
certain visions of the future more or less imagi-
nable (Taddei, 2013). Thinking in the multivalent 
terms of reckoning, then, draws attention to the 
inseparability of facts, values, and consequences 
in attempts to navigate human-environmental 
relationships in past, present and future. The 
notion of ‘reckoning resources’ points both to the 
socio-material practices of reckoning future water 
resources using different technologies, senses, 
inputs, standards and understandings, and also to 
the ways that these tools for reckoning are them-
selves resources that may be mobilised to bring 
(un)certain futures into view and possibly into 
being. As such, these reckoning resources hold 
potential as catalysts and vectors for political 
imagination.
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Notes
1 Participants have been anonymised.

2 Nelson (2009) also notes reckoning’s multiple meanings, using the term to think through the difficulties 
of making sense of loss and accountability in the aftermath of war in Guatemala.

3 They derive their use of the term from Peirce (1929).

4 Kockelman and Bernstein (2012) suggest e.g. velocity, price, temperature and information.

5 According to the technical review, trends already recorded include: rising frequency of warm days and 
nights (with night-time temperatures contributing more to the overall increase in average tempera-
tures — approximately 1 degree in the previous 39-45 years); and changes of variation in precipitation 
regimes (BEST, 2009).

6 Mandates have been reorganised since 2014; at the time of writing the Unit is in the Ministry of Natural 
Resources. 

7 The Hydrology Unit relies heavily on local volunteer observers to collect river level data (of twenty-nine 
stations being monitored in 2014, three were automatic). 

8 This number of rainy days has been used in applications of the N-SPECT model across the Mesoamer-
ican Reef region, based on calibration by scientists working in partnership with the World Resources 
Institute (Burke and Sugg, 2006).

9 In contrast, Trinidad and Tobago’s Met Office has declared the start of the rainy season based on assess-
ments of rainfall events and tropical wave development. For example, in 2016 the rainy season (usually 
expected to start in June) was declared on May 2nd following an “uncharacteristically early influence 
from the Inter-Tropical Convergence Zone” on May 1st (Government of the Republic of Trinidad and 
Tobago, 2016).

10 See Jennings and Magrath (2009) for a report on farmers’ perceptions of changing seasons across the 
world, and Macours et al. (2012) for an example from Nicaragua supported by longitudinal meteoro-
logical data.

11 Shorthand for planning agricultural activities according to the lunar cycle.
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Abstract
Predictive policing is a research field whose principal aim is to develop machines for predicting crimes, 
drawing on machine learning algorithms and the growing availability of a diversity of data. This paper 
deals with the case of the algorithm of PredPol, the best-known startup in predictive policing. The 
mathematicians behind it took their inspiration from an algorithm created by a French seismologist, 
a professor in earth sciences at the University of Savoie. As the source code of the PredPol platform 
is kept inaccessible as a trade secret, the author contacted the seismologist directly in order to try 
to understand the predictions of the company’s algorithm. Using the same method of calculation on 
the same data, the seismologist arrived at a different, more cautious interpretation of the algorithm’s 
capacity to predict crime. How were these predictive analyses formed on the two sides of the Atlantic? 
How do predictive algorithms come to exist differently in these different contexts? How and why is 
it that predictive machines can foretell a crime that is yet to be committed in a California laboratory, 
and yet no longer work in another laboratory in Chambéry?  In answering these questions, I found 
that machine learning researchers have a moral vision of their own activity that can be understood by 
analyzing the values and material consequences involved in the evaluation tests that are used to create 
the predictions. 

Keywords: predictive policing, machine learning, algorithm, algorithmic accountability, crime 
prediction, sociology of quantification

Article

Introduction 
Predictive policing is a field of research whose 
principal aim is to develop machines for predict-
ing crimes, drawing on machine learning algo-
rithms and the growing availability of a diversity 
of data (Perry, 2013). In the United States, predic-
tive policing is part of a longstanding project of 
policing reform by research (Walker, 2004) that 
seeks to create a pro-active police force which 
acts on its own initiative to prevent crime, rather 
than simply reacting in emergencies when called 

to do so by citizens. Since the 1970s, this reform 
project has in large part been driven by research-
ers critical of a situation where the police act 
mainly in contexts of crisis and drama, and are 
detached from concerns with preventing delin-
quency (Weisburd and Braga, 2006). In this con-
text, over the last four decades, a large proportion 
of policing research budgets has been devoted to 
experimentation on tactics that might allow the 
police to anticipate and precede the commission 
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of offenses, rather than simply reacting to them. In 
2012, when PredPol, Inc. put a predictive analysis 
platform on the market in the form of download-
able software, offering a dashboard that displays 
risks of crime in real time at a precision on the 
order of 200 meters (Figure 1), the dream of the 
American police reformers of the 1970s seemed to 
have been given concrete form as a machine. 

With the deployment of this type of analytical 
platform in public action, a new form of quantifica-
tion began to progressively spread through public 
administrations. Classical public statistics, based 
on the law of large numbers and the associated 
notions of norms and means, now had to compete 
with these algorithmic practices, whose main 
objective is prediction through the automated 
production of classes, clusters, or patterns. Statis-
tical learning was now liberated from the need for 
a fixed system of categories: “Rather than stable, 
permanent, structuring variables, which fixed 
statistical objects within categories, digital algo-
rithms prefer to capture events that they record 
on the fly in order to compare them to other 
events, without first categorizing them. Instead of 
weighty variables, they seek to measure signals, 
behaviors, actions, performances” (Cardon, 2016: 
49). In recent years, as these changes have upset 
traditional reference frameworks in standard 
statistics, many initiatives have been undertaken 
to make algorithms a specific research object in 
the social sciences (Dourish, 2016). In this litera-
ture, algorithms are seen as powerful mechanisms, 
with a growing role in all sectors of society and a 
subtle, discreet, and dissimulated power over indi-
viduals (Beer, 2009). Denouncing their intrusive, 
discriminatory, and underhanded nature (O’Neil, 
2016), researchers and activists have demanded 
a politics of algorithms (Crawford, 2016). Account-
ability (Diakopoulos, 2014), transparency (Zarsky, 
2016), and audit (Sandvig et al., 2014) have 
become watchwords in these public debates on 
the algorithm (Dourish, 2016).

The Foucauldian analyses of Rouvroy and Berns 
(2013) amplify what Ziewitz (2016) called an ‘algo-
rithmic drama’. Rouvroy and Berns (2013) criticize 
the profound transformations in the exercise of 
power enabled by machine learning. They argue 
that the normativity of the law, in its discursive 
and explicit form, allows individuals the choice 

to obey or disobey and offers them the right to a 
fair trial which extends the possibility of dialogue; 
whereas machine learning imposes a “tyranny of 
the real” that neutralizes critique by producing 
normative devices based on strict descriptions 
of individuals’ activity, or at least of their relations 
with their social and material environment. In 
other words, through the process of statistical 
learning, the “social norm emerges from the real 
itself”. This algorithmic governmentality is charac-
terized by its capacity to make all forms of resist-
ance schizophrenic: discrimination, exclusion, 
and the unethical distribution of visibility are not 
directly produced by the  classifications of the 
algorithms, but by the social reality on the basis 
of which the algorithms take form. Quantification 
is no longer the operation of institution of reality 
and transformation of the world that sociologists 
have sought to reveal, but instead an operation 
of conservation and reinforcement of that reality 
and of the flagrant injustices associated to it 
(Anderson, 1990; Desrosières, 2002; Hacking, 
1999; Porter, 1996).  In this context, actors’ critical 
sense focuses on this algorithmic reinforcement 
of existing realities: that is, on the feedback effects 
of the computation, and not on the forms of 
computation themselves, with respect to which, 
according to Rouvroy and Berns (2013), they lack 
all critical sense. 

If actors lack any critical sense in these algo-
rithmic contexts, neither the pragmatist sociology 
of social critique (Boltanski and Thévenot, 2006) 
nor a sociology of controversies (Latour, 1987) can 
be applied to machine learning algorithms. Does 
this mean the project of a sociological analysis of 
machine learning should be abandoned? Pointed 
as it is, Rouvroy’s and Berns’s analysis in terms of 
critical dispossession limits the concrete possibili-
ties for emancipation in relationship to algorithms 
of government, by confining actors, and sociolo-
gists themselves to a stance of powerlessness. 
If the sociology of science and technology is to 
contribute to the study of algorithmic predic-
tion, and at the same time to justify its relevance 
and usefulness in this context, it must develop 
a specific art of inquiry that allows it to create 
critical tests specially designed for the purpose. 
Here, I borrow this art of inquiry from Tim Ingold 
(2013). To understand algorithms and their predic-
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tions, we must enter into a process of correspond-
ence with them—touching them, manipulating 
them, and subjecting them to various operations. 

I undertook such an inquiry between June 
2013 and March 2017 in a study on the algorithm 
of PredPol, the best-known startup in predic-
tive policing. The team of California researchers  
behind it (Mohler et al., 2011) took their inspira-
tion from an algorithm created by a French seis-
mologist, David Marsan, a professor in earth 
sciences at the University of Savoie. As the 
source code of the PredPol platform is kept inac-
cessible as a trade secret, I contacted Marsan 
directly in order to try to understand the predic-
tions of the company’s algorithm . Marsan tested 
his algorithm on the same open-access crime 
data from the city of Chicago that the California 
researchers used in their own publication. Using 
the same method of calculation on the same data, 
he arrived at a different, more cautious interpreta-
tion of the algorithm’s capacity to predict crime . 
Unexpectedly, I created a situation of controversy 
concerning knowledge of the technical properties 
of the algorithm (Mackenzie, 2004). By confronting 
a physicist specialized in earth sciences with 
researchers in applied mathematics who are 
focused on developing predictive machines, I 
created an opportunity to take the beings who 
sustain the algorithm’s existence and make them 

visible, and to focus my full attention on the 
specific associations that PredPol’s algorithm is 
composed of (Latour and Venn, 2002). 

How were these predictive analyses formed 
on the two sides of the Atlantic? How do predic-
tive algorithms come to exist differently in these 
different contexts? How and why is it that predic-
tive machines can foretell a crime that is yet to be 
committed in a California laboratory, and yet no 
longer work in another laboratory in Chambéry? 
To answer these questions is to describe a contro-
versy that will allow us to explore the workings 
of the algorithm from the inside—to “unfold” it, 
in a Deleuzian term (Deleuze, 2006) that Latour 
(1987) adopted for use specifically with technolo-
gies6. This procedure of unfolding revealed that 
machine learning researchers have a moral vision 
of their own activity (Daston, 1995) that can be 
understood by analyzing the values and material 
consequences involved in the evaluation tests that 
are used to create the predictions. To analyze the 
moral dimensions of prediction is not to study this 
or that usage of machine learning, but to investi-
gate the transformations undergone by predictive 
categories as they move from one social context 
to another. By the end of this article, prediction 
should be clearly understandable as a moral 
problem that is indissociably at once cognitive 
and material. 

Figure 1. Screenshot of the map on the dashboard of the PredPol platform, indicating upcoming crimes at a 
precision of 200 metres. 
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An algorithm predicting 
earthquakes and crimes 
without a priori hypotheses
What makes this California startup a reference in 
the domain of predictive policing is its slogan, 
“More Than A Hotspot Tool.”  Since the early 1990s, 
the urban cartography of “hotspots”—heatmaps 
of the distribution of crime in the city—has been 
the main tool for strategic intervention in areas 
where crime is concentrated (Weisburd et al., 
2009). PredPol claims to do better than these clas-
sical crime maps thanks to a predictive method 
used in the field of earthquake prediction. A simi-
larity observed by these Los Angeles research-
ers between the dynamics of the propagation of 
crimes and that of earthquakes, they say, means 
that the geographical dynamics of criminality can 
finally be characterized mathematically (Mohler 
et al., 2011). PredPol uses a method of calculation 
taken from stochastic point processes, a branch of 
statistical physics. This is a classical approach to 
modelling the distribution of a set of events (con-
sidered as pointlike entities) in a finite space of 
arbitrary dimensionality (in the models discussed 
here, two spatial dimensions and one temporal 
dimension). Point processes are used to identify 
the formal mechanisms that produce these events 
in several dimensions, by modelling how they are 
distributed in time and space.

Producing spatiotemporal clusters by 
combining concentration and contagion
The question behind this statistical operation is 
whether the events are distributed randomly or 
in some more regular fashion, and in particular 
whether the points cluster around particular loca-
tions. The choice of the type of process depends 
on the researcher’s hypotheses regarding the form 
of mechanism involved. The PredPol researchers 
started with a classical hypothesis in predictive 
crime analysis: rather than occurring randomly, 
crimes are concentrated in space and spread 
through a local neighbourhood. The repetitive 
structure of the events themselves is enough to 
model them (without drawing on external varia-
bles). In other words, the best predictor of a future 
crime is a past crime.  I will return to this hypoth-
esis below, but note first of all that the PredPol 
researchers were interested in self-exciting point 

processes because they represent a way of mod-
eling interactions between events that takes the 
history of previous events into account: the occur-
rence of future events (crimes or earthquakes) 
depends on the history of the process. The for-
mula below is the mathematical representation 
of this process, the predictive algorithm used by 
Marsan (Marsan and Lengliné, 2008) and PredPol 
(Mohler et al., 2011). It calculates a probability that, 
in a manner of speaking, represents an idealiza-
tion of the mean number of crimes or earthquakes 
on a surface:

In this formula, the probability of the occurrence 
of an event, at a given moment in the process, 
contributes to an overall calculation of risk inten-
sity per unit surface and per unit time. In the lan-
guage of statisticians, it is said that this equation 
“describes an inhomogeneous Poisson process of 
intensity λ(x,y,t).” This intensity is a calculation of 
risk interpreted as a density that depends on both 
space and time. It is obtained by taking the sum 
of the two components of the formula: first, the 
function μ (x,y), known as the background rate, 
depends only on space, and represents a proba-
bilistic calculation of the spatial concentration of 
risk in general; second, the function g(x-xi,y-yi,t-
ti,Mi), known as the contagion kernel, models 
the spread of series of events whose occurrence 
depends on previous events and on the parame-
ter Mi (the magnitude of the event). The algorithm 
models risk intensity at each location in a map by 
adding together these two components. Note 
that the contagion model is linear: if this were not 
the case, computation (simulation, optimization) 
would be very difficult, and would make the algo-
rithm practically unusable. It is hypothesized, for 
example, that the contagion g(1,2) following two 
distinct events 1 and 2 is simply the sum of the 
individual contagion effects of g1 and g2 (hence 
the sum in the equation).

A model that adjusts its own form
Marsan uses this method to model how the main 
seismic events in an earthquake set off after-
shocks, which in turn set off their own sequences 

λ(x, y, t) =   𝜇𝜇 (𝑥𝑥, 𝑦𝑦) + ∑ 𝑔𝑔(𝑥𝑥 − 𝑥𝑥𝑥𝑥
𝑖𝑖,𝑡𝑡𝑖𝑖<𝑡𝑡

, 𝑦𝑦 − 𝑦𝑦𝑥𝑥, 𝑡𝑡 − 𝑡𝑡𝑥𝑥, 𝑀𝑀𝑥𝑥)

 

Science & Technology Studies 32(4)



123

of earthquakes.8 The Los Angeles criminologists’ 
interest in Marsan’s algorithm was spurred by 
what they saw as a similarity of form with criminol-
ogists’ characterization of crime dynamics: just as 
earthquakes are followed by aftershocks, so, they 
thought, crimes are followed by “aftercrimes.”  
Since the 1990s, a field of research on the repeti-
tion of crimes has developed in the United States 
and Great Britain, after a multitude of crimino-
logical analyses converged on the conclusion that 
most crimes repeatedly target a small number of 
victims, and propagate through their immediate 
spatial neighbourhood. In the model of ‘repeat 
and near-repeat crime concentration’ (Pease and 
Tseloni, 2014) that was proposed to account for 
this pattern, crime can be seen either as the sig-
nal of a relatively stable risk in a given area, or as 
an indication that incidents of victimization rein-
force the probability of the occurrence of later 
incidents: In other words, crimes are repeated in 
or near the same location, and spread by “conta-
gion.”9 These two hypotheses are present in the 
calculation of risk intensity presented above: the 
relatively stable risk in an area corresponds to the 
concentration , and local reinforcement to conta-
gion . 

With this algorithm, Marsan seeks to show 
that the structure of cascades of events can be 
modeled probabilistically, without any particular 
hypothesis about the underlying mechanisms, and 
without the need to test model parameters first. 
Herein lies the contribution of Marsan’s algorithm 
in seismology. While most existing seismological 
models are parametric (see below for an explana-
tion of this term), with the parameters set on the 
basis of empirical data, Marsan and his collabo-
rator made their mark in the field by showing 
that this parameterization can be dispensed with 
completely. The PredPol researchers made the 
same argument to justify the value of their own 
research: the first statistical approaches used in 
criminology, notably in the study of the spread 
of crimes, were parametric. This means that they 
required a hypothesis on how crimes propagate. 
But how exactly do parametric and non-para-
metric approaches differ?

In parametric models the form of the model 
is imposed and its parameters optimized. In 
nonparametric models, in contrast, an estimate 

is calculated of the optimal size of the diameter 
of the circular moving window (smoothing 
window) that records the number of points in 
each cell in a virtual grid projected on the map, 
and the number of parameters varies, increasing 
with the number of observations. To estimate 
the parameters (“nonparametric” does not mean 
free of parameters), Marsan uses the expectation-
maximization algorithm, a classical method that, 
in an iterative procedure, repeatedly alternates 
two steps (the calculation of expectation and the 
calculation of maximum likelihood), in order to 
arrive at the estimator of the model. Marsan refers 
to another better-known method, artificial neural 
networks,10 to explain how this non-parametric 
method follows in the spirit of machine learning 
(Domingos, 2017) :   

It’s a little like a neural network. We put in bricks 
that depend on parameters, but the final product 
is not, or is very little constrained at the outset. The 
model adjusts its own form. For us, it was above 
all a way to show that a model with the fewest 
possible assumptions could converge toward 
laws (forms) that are very close to the empirical 
laws conventionally injected at the beginning in 
stochastic approaches. The fundamental difference 
with neural network approaches is that they’re 
often used as a black box with a strictly predictive 
goal, whereas that’s not at all what we had in 
mind. Instead we’re trying to understand what a 
“good” contagion kernel is and how it can emerge 
naturally from the data analysis.  

According to Marsan, this opposition between 
understanding to construct theories and predict-
ing to act without necessarily having a complete 
understanding of the phenomenon—which is 
well known to machine learning specialists (Hof-
man et al., 2017; Shmueli, 2010)—explains the dif-
ference between his approach to modelling and 
that of the PredPol mathematicians. Here we will 
look at the practical consequences of this opposi-
tion for the way the algorithm is evaluated.

Revealing the sumptuous 
opacity of the algorithm
Through this simple surface description of the 
algorithm, we have surpassed the barrier of its 
mathematical formalism and glimpsed at the 
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hypotheses that its predictions depend on. Here 
I will move on to a sociology of the knowledge 
of the technical properties (Mackenzie, 2004) of 
PredPol’s algorithm. To do so, I will consider the 
algorithm as a being whose dominant mode of 
existence is technological (Latour, 2012; Simon-
don, 2016). As Latour (2010: 26) clearly showed, 
“The technological object is opaque, and—to put 
it bluntly—incomprehensible [...] in that it can 
only be understood provided that we add to it 
the invisibles that make it exist in the first place, 
and that then maintain, sustain, and sometimes 
neglect and abandon it.” From this perspective, 
it can be clearly seen that opacity, which is now 
a commonplace in public debate on algorithms, 
is not a problem specific to machine learning: all 
technological beings, generally speaking, “like 
to hide.” There is no use hoping that the PredPol 
algorithm will become transparent, that its devel-
opers will make it public in order to clarify and 
make it easier to master: like all technical beings, 
algorithms are fundamentally opaque. Neverthe-
less, an appropriate method of inquiry can allow 
us to get into the workings of the algorithm, 
revealing its “sumptuous opacity” (Latour, 2011: 
22).

Touching the algorithm
To unfold the PredPol algorithm, we must know 
how to use its language—not the specific lan-
guage of code, but the more general language 
of the technical: detours, zigzags of ingenuity, 
ruses (Latour, 2012). Faced with the opacity of the 
PredPol algorithm, we reacted in something like 
the way an archaeologist might when faced with 
an ancient object whose meaning escaped her: 
turning it around to view it from various angles, 
simulating it, and reproducing it. This stance is an 
unfamiliar one for the sociologist: handling the 
object of inquiry, squeezing it, fiddling around 
with it, hacking it. I thus asked David Marsan to 
do this on my behalf, and discussed it with him 
on several occasions. He tested the algorithm that 
I have just presented on open-access crime data 
from the city of Chicago—which, as noted above, 
is the same data that the PredPol researchers used 
in one of their own publications. I thus asked Mar-
san not only to explain to me how the algorithm 
works, but to run it on crime data and share the 

results with me. Unexpectedly, in so doing, I cre-
ated a situation of controversy around knowledge 
of the technical properties of the algorithm. Noth-
ing like a good controversy to get inside the work-
ings of a machine.

To describe this controversy, I will follow the 
three steps that structure the work of modelling 
itself: the justification of the choice of point 
process (here, self-exciting), and then the 
modelling strategy and the associated model esti-
mation techniques (the expectation–maximiza-
tion algorithm), and finally, the evaluation of the 
model. The first two steps depend on analysts’ 
beliefs about the nature of the problem, whereas 
the last depends on their moral vision of their 
own activity. In the experiment that I proposed to 
Marsan, the type of point process was imposed, 
and his modelling strategy did not significantly 
differ from that of the PredPol researchers. Marsan 
thus set out to evaluate a model applied to a 
phenomenon about which he knows nothing, 
using an algorithm similar to PredPol. Neverthe-
less, points of divergence appeared when it came 
time to interpret the results. Marsan expressed 
numerous doubts on the capacity of his algorithm 
to do better than classical maps of crime hotspots. 
In the note that he wrote on the analysis of the 
Chicago crime data, he concluded: 

The results obtained offer good reasons to 
doubt the capacity of the proposed models 
to do better than simple hotspot maps. The 
contribution of contagion (the triggering 
contribution) to explaining the occurrence 
of future events is small (it represents only 
1.7% in the best model). The role of “memory” 
in the process can thus make no more than 
very modest contribution to the efficiency 
of the prediction system. More importantly 
still, the assumption is that the dynamic of 
the process remains the same over time. The 
possible non-stationarity of the process is 
clearly a problem, because it limits the use 
of past information to predict the future. 
In 2015, burglaries were not distributed (in 
time and space) in the same way as in 2014. 
This non-stationarity is probably due to 
uncontrolled changes in how criminal acts 
are carried out. It could also be due to the 
deployment of new predictive algorithms: as 
police patrols use them, they might provoke 
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reactions among burglars. Contrary to natural 
processes such as earthquakes, analyses like 
the ones presented here could change the 
observed process, which makes correctly 
predicting future events more difficult 
(personal note from David Marsan, sent to 
George Mohler  in September 2015).12

To understand Marsan’s conclusion, recall that 
the algorithm calculates the intensity of risk in 
space and time by adding together two elements: 
concentration (space) and contagion (space- and 
time-dependence).David Marsan’s note indicates 
that contagion does make a contribution to the 
process, but it is extremely small—in fact, negli-
gible. And yet, this is the dimension emphasized 
by the promoters of PredPol in their slogan “More 
Than a Hotspot Tool.” Could it be that the PredPol 
scientists altered the results to make them more 
favorable to their commercial project? According 
to Marsan, the answer is no: the PredPol research-
ers did honest work. Moreover, Marsan wrote to 
George Mohler, who responded as follows: 

Thanks for your email and sending along the 
analysis. I have found your work on nonparametric 
point processes quite interesting and influential! 
We have certainly seen the branching ratio vary 
quite a lot from city to city and crime type to crime 
type (from 0 to .5).  As you point out, it is important 
to pick such parameters using cross validation in 
which case it is certainly possible that a simpler 
model may be favored.  It also may be the case 
that the nonparametric model you are using is 
over-parametrized (it looks like it has over 30 
parameters), so it may be over-fitting the training 
data.  You might need more regularization, or 
you might want to use a semi-parametric model 
(you mention using an exponential smoothing 
kernel, which is essentially a parametric Hawkes 
process without the background rate). Another 
thing you bring up is the non-stationarity of the 
process.  I think this is important and something 
we tried to estimate in the JASA paper (Mohler et 
al., 2011) (where the background rate \mu depends 
on time). Disentangling endogenous contagion 
from exogenous fluctuations in the intensity is a 
somewhat open problem, though I have done a 
little work in this area. The non-stationarity of the 
background rate is one big difference between 
crime and earthquakes, and you often try to 
factor in seasonality and other explicit exogenous 

predictors. (Email from George Mohler to David 
Marsan, 3 September 2015).

There is no reason to question the honesty of the 
scientists who worked to develop PredPol. In his 
response, Mohler shows he is conscious of the 
many limitations of the PredPol algorithm, and 
offers a defense against Marsan’s critique, recall-
ing that they sought to deal with the problem 
of non-stationarity by adding a time variable  to 
the background rate. The PredPol equation thus 
becomes. How did Marsan react to Mohler’s 
response? To answer this question we have to fol-
low in the steps of Marsan’s critical analysis:

The little work I did on this - well, it took two or 
three weeks of work, that’s not nothing - showed 
me that there was a problem in the data between 
2014 and 2015.  I took a look in a very simple way 
to see how they behaved, and in fact they aren’t 
similar at all. 

Marsan then invites us to look at the two figures 
below. On the left are earthquakes; on the right, 
crimes.  

These two graphs (Figure 2), which represent 
simple descriptive statistics on change over time 
in the mean distance between pairs of events 
separated by n-1 events, led Marsan to say that 
the data do not behave in at all the same way 
between 2014 and 2015. According to Marsan, the 
memory effect is very weak for crime. While the 
distance between pairs of events increases with 
the number of interposed events for earthquakes, 
for crimes it is not apparent that there is any 
such trend. The most surprising thing for Marsan 
was that for crime, the mean distance was quite 
different for different years. The phenomenon is 
not stationary. 

Accuracy vs. precision
How is it that these simple descriptive statistics 
were enough to convince Marsan that his algo-
rithm is not particularly applicable to the Chi-
cago data, but that they did not concern Mohler, 
who—as his response to Marsan shows—was not 
surprised by this difference between seismologi-
cal and criminological phenomena? Marsan sug-
gested a partial response in our interview: 
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Bilel, you have to understand. You’re a statistician, 
you don’t know much about the problem you’re 
being given, and they say to you, “We’ll pay you, 
we’ll give you the data, give us the best possible 
model.” You go to work and you realize that your 
model behaves well one year and then a year 
later it doesn’t.  You’re a stats guy, you don’t know 
much of anything about the problem. What 
do you do? He as a statistician says to himself, 
my model isn’t flexible enough, I’m going to 
make it a little more flexible, I’m going to add . 
Personally, I’d rather go and talk to the Chicago 
police to try to understand what happened, what 
changed. Why is it different in 2015 than it was 
in 2014? Is it a counting problem? Did the police 
officers change their habits? Basically you try and 
understand what made it change from year to the 
next. Maybe Mohler tries to understand, but his 
attitude suggests to me that that’s not what he 
does. He tries to improve the predictive power of 
his algorithm. But because that doesn’t work too 
well, he tries to make it a little more flexible so it 
works better. His model isn’t flexible enough, so he 
says “I’m going to take my µ(x,y) and make it a bit 
more flexible so it works better by adding temporal 
variation to the background rate”. 

Thanks to his intimate knowledge of the algo-
rithm, Marsan was able, in a manner of speaking 
to get inside his own algorithm, putting himself 
in Mohler’s skin. Before Marsan looked into the 
Chicago data, the PredPol algorithm remained 
invisible not because it was protected as a trade 
secret, but because everything that would make it 
possible to follow the algorithm’s course of action 
remained hidden. Marsan allowed us to bring out 

Figure 2. Graphs showing the evolution of the mean distance between pairs of events, from Marsan’s notes. These 
graphs illustrate the “memory effect” and the stationarity problem. The x-axis is exactly the same on both graphs. 

 

some of the invisibles (Latour, 2010) that the algo-
rithm depends on. In doing so, the seismologist 
revealed the ingenuity with which his research 
was diverted, transformed, and translated to 
become usable in a police officer’s smartphone. 
He discovered, with the same stupefaction as me, 
what had become of his algorithm in the hands of 
a team of audacious mathematicians. Neverthe-
less, Marsan was critical of the way in which the 
PredPol developers deployed his machine:  

It might be that that’s not the right approach. 
It might be that it’s even the contagion that’s 
different from one year to the next. You’d have to 
switch out the contagion kernels. But that’s the 
hardest part to adjust. It’s simpler to just add a time 
variable. What he does is really basic. In seismology, 
we do things that are much more complex to get 
the background rate to change over time, to take 
non-stationarity into account. The essential step 
after the PredPol article would be to understand 
the non-stationarity. But they’re driving blind. 
Personally I think you can’t analyze your data 
without asking questions about the reality they 
represent. If you like, the two of us aren’t driven by 
the same engine. What interests us in seismology 
isn’t doing prediction, it’s understanding the form 
of the kernel.  Contagion interests us because it 
gives us clues about the mechanisms that make 
it so that one earthquake sets off another. It 
interests us because it tells us something about the 
seismogenic process. We’re not going to impose an 
a priori form, because the form is what interests us. 
He’s not interested in the form of the contagion. 
He doesn’t want to understand how the contagion 
happens. He wants to make a prediction. It’s totally 
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different. In our field you can find the same kind 
of researcher. There are people who do prediction, 
but who don’t want to understand the process. And 
there are many of us who think this leads you into 
a dead end.

Here, Marsan is no longer discussing the effective-
ness of the machine in relationship to the crime 
data, he is offering a moral condemnation of the 
work of the PredPol developers. In his view, he 
as an earth sciences professor in France does not 
share the same values as the generalist mathema-
ticians in California. According to Marsan, pre-
diction poses a “basic” research problem, in that 
what is in question are the theoretical foundations 
of seismology in a context where, as theoretical 
knowledge currently stands, predicting earth-
quakes is impossible. He repeated the point sev-
eral times in our interviews: 

 
Short-term predictions (from a few hours to a 
few days) are rarely successful. Most times they’re 
cruelly disappointing. Our failures at prediction 
regularly raise the question of whether predicting 
earthquakes is fundamentally impossible.

Marsan thus sees basic research as a tactical 
retreat: the idea is not to claim to produce pure 
and autonomous research, sufficient unto itself, 
but to take a step to the side into more theoreti-
cal research in order to overcome the problem of 

Figure 3. An example of a curve of predictive efficiency used in the article of Mohler (2011), showing the quantity 
of successfully predicted crimes in relationship to the number of cells flagged. The graph demonstrates the 
predictive superiority of PredPol with respect to Promap, the pioneering predictive policing tool developed in 
England in the 1990s by the criminologist Ken Pease and his collaborators. 

 

earthquake prediction. The community of seis-
mologists to which Marsan belongs argues that 
a comprehensive approach to the phenomenon 
is needed. They oppose exclusively probabilistic 
and predictive analyses, which are defended by 
researchers who consider that theoretical research 
in seismology has reached its limits (cf. the debate 
in Nature [Main, 2017], and notably the opposing 
positions of Pascal Bernard and Didier Sornette, 
which Marsan highlighted in our interview).  Mar-
san analysed the crime data in the spirit of his 
work on earthquakes. On his view, a nonparamet-
ric model is appropriate if the patterns yielded 
by this statistical learning approach raise impor-
tant research questions. This principle implies 
an evaluation of the “accuracy” of the algorithm: 
what is evaluated is the capacity of the calcula-
tion to reveal a close link, or a certain degree of 
accuracy, in the match between the mathematical 
model and a coherent conception of the phenom-
enon under study. The PredPol researchers judge 
the algorithm according to different criteria: if it 
improves the “precision” of prediction scores, then 
the algorithm is satisfactory.13 Marsan and the 
PredPol developers do not subject the algorithm 
to the same tests. In California, the crucial test is 
performed through a type of lift curve, which is a 
tool for comparing the performance of different 
algorithms (Figure 3). It was in this spirit that the 
PredPol developers turned to point process statis-
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tics, testing the algorithm on a criterion of com-
petition with other algorithms on the prediction 
market. These California mathematicians aspire to 
other principles, basing their research practice on 
objectives of precision, efficiency, simplicity, and 
the ability to bring a predictive solution to mar-
ket—all values that may be totally detached from 
the accuracy and correctness of the results pro-
duced by the calculations (Daston, 1995). 

The robustness of a prediction 
is inversely proportional to 
its practical consequences
One invisible that would have been difficult to 
detect without the help of David Marsan is the 
fact that the PredPol developers added flexibility 
to the algorithm by integrating a time variable to 
the background rate, thereby resolving the thorny 
problem of non-stationarity in the simplest possi-
ble way. Through this unfolding of the algorithm, 
Marsan freed us from the widespread obsession 
with the question of predictive efficiency alone. 
Algorithms are technological beings that can offer 
the opportunity for a much richer debate. The sit-
uation of controversy that I created from scratch (a 
useful way of demonstrating the sumptuous opac-
ity of the algorithm) revealed two different moral 
visions of predictive activity: one focused on the 
correctness (or accuracy) of models, the other on 
the precision of risk scores. Now what is needed is 
to follow the lines of the network that is laid out 
on the basis of these two different ways of assign-
ing value to predictions. 

Conceptualizing the process underlying 
a phenomenon or capturing the largest 
possible proportion of events?
Recall this fundamental principle in the sociol-
ogy of the sciences: phenomena are defined by 
the response they give to the tests that scientists 
subject them to in their laboratories (Latour et al., 
1992). In the Chambéry earth sciences laboratory, 
what Marsan calls an “aftershock” acts as a specific 
being: 

When a seismologist is analysing aftershocks, he 
doesn’t content himself with counting them. First 
of all, periods of high activity are the ones when he 
has the best chance of catching a large earthquake 

in the net of his measurement networks. If there are 
enough recordings of good enough quality, he’ll 
be able to establish a tomography of the rupture 
of the fault. Even without major aftershocks, 
he’ll learn a lot from the small ones, particularly 
on the directions of tectonic constraints, which 
he can deduce from their mechanisms. The 
bulk of the analysis work consists in localizing 
earthquakes: based on the arrival times of the 
P waves and S waves from each earthquake at 
each seismometer in the network, you draw 
the cloud of aftershocks point by point. It looks 
heterogeneous, but it includes calm areas and 
swarms, whose distribution changes over time: the 
subterranean cloud moves progressively further 
away from the epicentral zone. The mechanical 
disturbances of the main fault decrease quickly 
with distance, so that aftershocks are mainly 
only observed in its neighborhood, at distances 
equivalent to the length of the fault itself. By 
studying the aftershocks you can draw a circle 
around the main area of movement and localize 
the fault that’s responsible, even if it doesn’t 
break all the way to the surface. Even better: 
the form of the cloud that they draw out in the 
opacity of the earth can sometimes be used to 
determine the orientation of the fault. In certain 
cases, an abnormal concentration of aftershocks 
reveals the beginnings of the destabilization of 
neighboring faults. In the early 1990s, it seemed 
like everything had been done or said with 
aftershocks. Post-earthquake field studies became 
a matter of routine, a well-oiled machine, with 
ever more effective standard analyses. However, 
while the images of aftershocks were becoming 
more precise, detailed interpretation seemed to 
be impossible, as it depended on uncontrollable 
parameters linked to resistance and to the—
unknowable—state of tension of peripheral faults.” 
((Bernard, 2003), reading suggested by Marsan.)

Seismologists see aftershocks as a chance to 
understand what happened, to “catch a large 
earthquake.” In Marsan’s more technical formu-
lation, aftershocks serve to “filter the signal.” In 
seismic catalogs, all seismic waves have been 
recorded jointly by the seismographs. This is 
why seismologists need to isolate independent 
earthquakes (for example, those linked to the 
secular movements of plate tectonics, also known 
as mainshocks from earthquakes that depend 
on one another (foreshocks, aftershocks, mul-
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tiplets). Marsan’s algorithm is one of a range of 
methods known as declustering methods, which 
were developed to try to capture independent 
earthquakes when analyzing catalog data, dis-
tinguishing them from all other seismic events, 
notably those that correspond to aftershocks. The 
main challenge is to enrich the catalog in order to 
model seismicity as a process, wherein the occur-
rence of one earthquake alters the surrounding 
tension field and the capacity of nearby faults to 
generate other earthquakes. To model seismicity 
as a continuum of earthquakes, Marsan must be 
able to isolate classes of earthquakes, in order to 
integrate the fact that the tensions released by 
small earthquakes may be as large as those result-
ing from larger earthquakes in the locations where 
the seismicity occurs. It is in this spirit of isolating 
classes of earthquakes that Marsan observes the 
contribution of “memory” to seismicity in an area. 
In a critical methodological article on decluster-
ing algorithms, Marsan and coauthors surveyed 
the advantages of statistical learning, which free 
seismologists from the need to define a priori 
the statistical characteristics of the classes of 
earthquakes that seismicity consists of. Marsan is 
interested in artificial learning because it allows 
him to challenge the system of categories that he 
uses to investigate seismicity. He approaches the 
existence of the three classes of earthquakes—
foreshocks, mainshocks, and aftershocks—with 
a certain methodological nominalism. For him, 
declustering must be used to test whether the 
conventional forms of earthquake classification 
are well founded. He closes the article with the 
following lines on this epistemic opening: 

Even though great progress has been made in the 
last decade, there are still many open questions, 
i.e., starting with the physical triggering of 
earthquakes (aftershocks), effects of uncertainties 
in the catalog on the results of declustering, or 
the effect of censored data (selection in time, 
space and magnitude range) on the outcome. In 
summary, care should be taken when interpreting 
results of declustering or results that depend on a 
declustered catalog, because these results cannot 
reflect the exact nature of foreshocks, mainshocks 
and aftershocks; indeed the exact nature of these 
events may not exist at all. (van Stiphout et al., 
2012)

What if foreshocks, mainshocks, and aftershocks 
did not exist before being modelled? Marsan 
takes such an “agnostic” approach to modelling. 
He proposes to suspend beliefs regarding earth-
quakes, abandoning the idea of a pre-data struc-
ture that can simply be observed in the catalogs. 
In other words, Marsan expects machine learning 
to be able to be placed underneath categorical 
forms of seismicity (Cardon, 2016). At no point did 
Marsan see the algorithm that he programmed 
as a method of predictive analytics, because pre-
dicting aftershocks is not an end in itself in his 
research.14 Aftershocks interest Marsan because 
they have the power to help him conceptualize 
the process of seismicity differently. 

In their applied mathematics laboratory in 
Los Angeles, the PredPol developers use after-
shocks in a different way. In their article they 
suggest that declustering methods can offer a 
means of enriching “crime catalogs,” but do not 
expand on the point. Using prediction as a declus-
tering method, as Marsan does for earthquakes, 
could contribute to research on the modelling 
of crime in general—a subject I have written 
about elsewhere, and will not pursue further here 
(Benbouzid, 2015)—which poses basic research 
problems no less complex than those of seis-
mology. But the PredPol researchers are interested 
only in the “aftershocks” for the possibility they 
offer of adding an additional process to hotspot 
maps to incorporate regularities (repetitions). 
They use “crime aftershocks” (near repeat crime 
or near repeat victimization) for their capacity to 
capture the largest possible proportion of events. 

The value of a prediction is inseparable 
from its practical consequences
Thus, on the spatiotemporal projection traversed 
by the algorithm, repetitions are what they do as 
a function of what scientists try to make them do. 
Between California and Chambéry, the status of 
repetition of crime changed, because they took 
up a place in two different institutional environ-
ments. In Chambéry, measured classes of enti-
ties exist in a domain where predictions lead 
to demonstrable consequences, which is not true 
in the case of policing. To illustrate this situation, 
in our interviews, Marsan often opened a histori-
cal parenthesis on the problem of demonstrable 
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consequences in earthquake prediction. He men-
tioned the example of Parkfield as a symptomatic 
case of this problem in seismology: 

Parkfield is a little village on the segment of 
the San Andreas Fault that seismologists have 
transformed into an observation site, which is now 
considered the most instrumented place on the 
planet. An earthquake was predicted there in 1988, 
but it happened in 2004, 16 years late. Failures of 
prediction of this kind are not rare in seismology. 
They pose particularly serious problems.

In the politics of earthquake prediction, scientists 
are held directly responsible for false positives and 
false negatives. The experience of false positives 
(earthquakes that do not happen) leaves inhab-
itants with a feeling of generalized anxiety and 
causes large economic losses. The experience of 
false negatives, as in L’Aquila, Italy in 2009, clearly 
explains seismologists’ reserved attitudes on their 
own capacity to provide robust predictions. Pre-
dicting an earthquake implies evacuating entire 
cities, which carries a considerable cost and can 
provoke dangerous panic reactions at the scale of 
the road network of an urban agglomeration. 

In crime prediction policies, the PredPol 
platform works as a tool for the management of 
police action. PredPol’s research has shown that 
by spending just 5% of their available time in the 
areas identified by the algorithm, police patrols 
are twice as effective (in terms of crime reduction) 
as when they patrol the hotspots classically identi-
fied by analysts. The accuracy of PredPol’s claims 
is not very important. What counts is to be able 
to optimize, and above all to precisely control, this 
tactical allocation of police time to presence in 
high-risk space. By integrating data from the GPS 
tracking systems installed in police vehicles, the 
algorithm optimizes the dosage of the presence 
of police patrols in different sectors of the city: 
the predictive square remains red on the map as 
long as the police have not patrolled there, turns 
blue during their first movements through the 
area, and then green when the officer has spent 
the optimal period of time as calculated according 
to available resources (for example, 5% of a police 
officer’s working day). For a sector manager, 
PredPol appears to be a good tool to ensure that 
police officers play their preventive role, often 

simply by way of their dissuasive presence, distrib-
uted randomly, but for an optimized duration, in 
the areas where risk is estimated to be greatest. 
The task of prediction is the management of the 
public supply of day-to-day police presence, while 
minimizing the need for change in police organi-
zation. While earthquake prediction has profound 
effects on the material and social structures of a 
city, crime prediction, as PredPol sees it, involves 
a minimal transformation in how policing is 
organized. David Marsan’s meticulous, reserved, 
and prudent attitude can be understood as a 
habit developed in a field where researchers are 
held responsible for predictions that may have 
serious consequences. In contrast, the runaway 
success of PredPol can be attributed to the limited 
practical consequences of its predictions—hence 
the relatively casual manner in which the Cali-
fornia researchers claim to predict crimes.  This 
observation fits well with what sociologists have 
shown in  studies of “theories, machines, and tech-
nology”: that “their robustness, their solidity, their 
truth, their efficiency, and their usefulness depend 
less on formal rules or on their own characteris-
tics than on their local and historical context—this 
independently of the various ways that there are 
of defining that context (Teil and Latour, 2017: 4). 
The robustness of earthquake or crime prediction 
is not the result of a rational calculation, validated 
by neutral researchers and integrated into a 
machine. It is a solidity composed of the actions 
targeted by the prediction and the network of the 
material elements that they imply. The moral of 
this controversy is that the robustness of a predic-
tion is inversely proportional to its practical conse-
quences. 

The divinatory aspect of 
machines (conclusion)
To go further in this examination of relations 
between predictions and their consequences, 
a good source of inspiration is an article by the 
anthropologist Joel Robbins (2010) on deonto-
logical and consequentialist styles of reasoning. 
Robbins (2010: 124) refers to this style of reason-
ing, based on “appropriate rules and not on the 
consequences of one’s rule-governed actions,” 
as deontological. He contrasts this approach to 
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morality with consequentialism, where “actions 
are judged by their results, not by how closely 
they conform to a given rule.”  Robbins (2010) 
then deepens this analysis of deontological rea-
soning, drawing on an article by Jane I. Guyer 
(2007), “Prophecy and the Near Future,” on what 
she calls “the evaporation of the near future in 
theory and public representations” (Guyer, 2007: 
410). Guyer shows how, in both contemporary 
economic policies and Evangelical discourse, the 
dual focus on the immediate present and the very 
long-term has taken the near future out of play 
as a temporal frame. Robbins (2010: 125) adds to 
Guyer’s analysis that “[w]hat is lost in this move is 
the provision of a temporal space for [...] conse-
quentialist reasoning,” in favour of “deontological 
forms that do not need to refer to the near future 
world of demonstrable consequences to reckon 
the value of actions.” According to Robbins, the 
success of evangelicalism can be attributed to the 
way in which the contemporary period creates 
uncertainty about the near future, which can no 
longer be predicted at all, leading individuals to 
concentrate on the present of their actions and 
to project themselves into a distant and mystical 
future. Here, respect for principles wins out over 
the anticipation of effects:

Different styles of moral reasoning are embedded 
in different kinds of social circumstances, and [...] 
forms of moral reasoning only flourish in those 
social circumstances that are well suited to them. 
Consequentialist moral reasoning, for example, 
only works where people have a sense that the 
social world they inhabit is relatively predictable, 
such that the probable consequences of an action 
appear relatively easy to gauge with certainty. 
Where such conditions do not hold, deontological 
approaches make much more sense—even 
in situations in which one cannot control the 
consequences of one’s actions, one can control 
whether or not they conform to a rule or set of 
rules (Robbins, 2010: 124).

This distinction is of interest here, as it analyzes 
two different moral approaches in relationship 
to forms of prediction, in direct parallel to the dif-
ferences between the approaches of Marsan and 
PredPol. The social circumstance of the unpredict-
ability of earthquakes might seemingly favour 
deontological approaches, but in reality Marsan’s 

stance is consequentialist: Marsan pursues his 
research in the aim of making earthquakes more 
predictable, and thus to confer intelligibility on 
public announcements of the probabilistic theo-
retical construction of a phenomenon. PredPol 
gives the police the feeling of working in a more 
predictable world, but situations where police 
officers can directly observe criminals in the act 
are rare, even during discreet undercover patrols 
in the areas indicated with a precision of 200m x 
200m. How, then, can PredPol claim to “predict” 
crime? A remark made by Sean Malinowski, the 
first Los Angeles Police Captain to experiment 
with the PredPol platform, offers a glimpse into 
what “prediction” means for the police: “If hon-
estly done, there are no bad predictions in crime 
control.”15 Contrary to the seismologist, police 
officers cannot experience “failed” predictions, 
because in their practice, prediction is expressed 
not in terms of truth or falsehood, but in terms of 
“good” and “bad.” The problem is not to believe 
or disbelieve in the machine’s predictions, but to 
do something rather than nothing, following the 
machine’s recommendations.16 

It could be argued in response that the PredPol 
researchers adopted a consequentialist ethic, as 
they implemented a system evaluating the effec-
tiveness of the algorithm’s recommendations 
(Mohler et al., 2015) but the extent to which police 
can disrupt dynamically changing crime hotspots 
is unknown. Police must be able to anticipate the 
future location of dynamic hotspots to disrupt 
them. Here we report results of two randomized 
controlled trials of near real-time epidemic-type 
aftershock sequence (ETAS). But this evaluation 
bears only on very short-term consequences, 
and does not test the statistical significance of 
the measured decreases with respect to the 
general trends in crime over the long term.17 It 
is difficult, or even impossible, for the police to 
assess the practical effects of their daily activi-
ties on long-term trends in crime. The PredPol 
software allows them to optimize their attempts 
to control an overwhelming social phenomenon 
(Manning, 2008). It is simpler for the police to rely 
on the dosages recommended by the machine: 
through the statistical learning procedure, crime 
takes form in a machine that produces rules to 
be followed by the police. PredPol remains a self-
enclosed automaton, and like all automatons, it 
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can provide only summary results (an analytical 
dashboard indicates upcoming risks by simply 
adding an additional process to hotspot maps to 
incorporate regularities (repetitions)). The seis-
mologist, in contrast, makes use of the inductive 
logic of machine learning to take on a role as 
the continuous “regulator” and “organizer” of the 
predictive mechanism. In Marsan’s hands, the 
algorithm became an open machine (Simondon, 
2012), whose functioning can be deliberately 
modified, and which is used to understand.

To summarize, what distinguishes Marsan’s 
approach from that of the PredPol developers 
is that the seismologist conceives prediction in 
terms of its practical consequences, and the devel-
opers conceive it in terms of an absolute duty to 
act. Predictive policing is deontological insofar as 
the principal question that it asks of the algorithm 
is “What must I do?” and not “What is the best 
possible world with respect to the consequences 
of my actions?” (Ogien and Tappolet, 2009). These 
two moral approaches to prediction are applied 
in two different practical temporal spaces. Marsan 

conceives of prediction on the scale of the near 
future, the time needed to provide supplies to 
an area or to evacuate a city, a time frame that 
requires him to conceive the moral dimension of 
his research activity in terms of foreseeable conse-
quences. His ethic of responsibility pushes him to 
say that “We’re incapable of prediction.” PredPol’s 
predictions are focused on the immediate 
present—real-time analysis—and not on the 
long-term consequences of the actions that are 
organized by those predictions. The attitudes of 
the Evangelicals18 in Robbins’s study and the inte-
gration of predictive machines into police orga-
nization may, in this way, be more similar than it 
seems. The former locate the future in the hands 
of God, the latter in the hands of a machine that 
police leaders hope will lead to salvation. When 
they work according to this deontological style 
of moral reasoning, predictive artificial learning 
machines are made not only of technology, 
science, and organization, but also of an element 
of divination. 
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Notes
1 This research was supported by a grant of the French Agence Nationale de la Recherche to 

the project “Innovation in Expertise. Modeling and simulation as tools of governance” (ANR-
13-SOIN-0005), coordinated by David Demortain.

2 PredPol is a small Santa Cruz start-up developed along the same path as many other California busi-
nesses. In 2010, two entrepreneurs — Caleb Baskin and Ryan Coonerty (also Third District Supervisor 
for Santa Cruz County) — approached two California researchers, George Mohler (associate professor 
of applied mathematics) and Jeffrey Brantingham (an archaeologist specializing in the Upper Paleo-
lithic in northern China, and the son of two well-known criminologists who did pioneering work on the 
geography of crime), with a view to converting the fruits of their research into a profitable business with 
a strong growth potential. Although the research that underpinned PredPol was publicly funded, the 
start-up was created with 1.3 million dollars invested in 2012 by a handful of business angels. Following 
a business process that proved itself in spectacular fashion within two years, owing in particular to the 
efforts of its lobbyists operating in the Democratic networks of California, the firm was launched in a 
second round of venture capital fundraising (2.4 million dollars raised in 2014) in order to extend its 
commercial activity. At the time of writing PredPol is a commercial web-based system deployed in a 
number of policing departments in the United States and the UK.

3 David Marsan’s professional web page: https://www.isterre.fr/annuaire/pages-web-du-personnel/
david-marsan/?id_auteur=131 

4 I exchanged with David Marsan several times between February 2015 and March 2017. The quotations 
are drawn from my fourth interview with him in Chambéry in April 2016. 

5 I made Marsan’s analysis public in an article published on the web site of the magazine Vie des idées 
(Benbouzid, 2016), as subsequently reported by Mediapart (Hourdeaux, 2016). 

6 Echoing Deleuze, Latour encourages us to unfold the technical action: “I would like to define the regime 
proper to technology by the notion of fold, without giving it all the Leibnizian connotations that Gilles 
Deleuze (1993) has elaborated so well. What is folded in technical action? Time, space and the type 
of actants” (Latour, 2002: 248). In a methodological point of view, it means observing and following 
empirically what the PredPol’s algorithm is concretely made of, in order to make its components visible.

7 PredPol’s launch strategy was largely based on this slogan. On the basis of this marketing slogan, the 
public relations arm of PredPol sought to win over police leaders by convincing them that the PredPol 
system represents an improvement on “hotspot policing,” one of the ways that proactive policing has 
been labeled since the 1990s. On their website (www.predpol.com), trials of the program are system-
atically associated to a decrease in crime of around 20%, a larger decrease than in sectors where the 
program is not used.

8 Marsan and his collaborator Lengliné published a widely noted article in statistical seismology 
in Science in 2008 (Marsan and Lengliné, 2008). This is the article that the PredPol mathematicians 
cite in their own article (WHO?, 2011). The statistical method that Marsan developed was integrally 
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transposed, aside from the elements of translation that were essential to adapt the algorithm to the 
constraint of operationalization.

9 To represent the spread of victimization in statistical terms and to identify the more or less repeti-
tive spatio-temporal configurations on which prevention strategies could be built, researchers apply 
spatial analysis statistical tools from epidemiological research. The analogy of contagion comes in 
1990s with the notion of “communication of the risk of victimization”.  For example, the mechanism of 
contagion corresponded fairly well to the results of qualitative surveys run on burglars. Burglars had 
told researchers that they regularly returned to burgle the same house when it was easy to burgle and 
they had not been able to take everything the first time around. Burglars moreover operate by neigh-
bourhood. The notion of “infectious burglaries” has been used to explain why victimization spreads in 
time and space. (Pease and Tseloni, 2014)

10 For a history of the controversial origins of neural networks, see Olazaran (1996). I analyze the contro-
versy within Artificial Intelligence (AI).

11 The opacity of algorithms has become a commonplace observation: not only is the source code of 
machines usually protected as a trade secret, but it also describes a process of artificial learning that 
is so complex and that involves so many variables that the results are difficult to interpret even for 
the specialists themselves. Whether intentional or not, opacity is understood as a central problem 
in current public debate in all countries where the problem of algorithms has reached the political 
agenda (Mittelstadt et al., 2016).

12 Marsan’s complete critical note can be consulted through the article published on online news web 
site Mediapart, “Police prédictive: deux chercheurs démontent l’algorithme” [Predictive policing: two 
researchers take apart the algorithm], 13 September 2016.

13 As Daston emphasizes, whereas “accuracy concerns the fit of numbers or geometrical magnitudes to 
some part of the world and presupposes that a mathematical model can be anchored in measurement 
[...] precision concerns the clarity, distinctness, and intelligibility of concepts, and, by itself, stipulates 
nothing about whether and how those concepts match the world.” (Daston, 1995: 8). 

14 Although these aftershocks threaten the safety of rescue workers searching through ruins for survivors, 
Marsan’s research does not aim to improve the prediction of their occurrence. 

15 Interview with Sean Malinowski, August 2013.

16 The scientists at the startup undertook a serious evaluation of efficacy of the algorithm’s algorithms, 
in the tradition of quasi-experimental methods (Mohler et al., 2015)but the extent to which police can 
disrupt dynamically changing crime hotspots is unknown. Police must be able to anticipate the future 
location of dynamic hotspots to disrupt them. Here we report results of two randomized controlled 
trials of near real-time epidemic-type aftershock sequence (ETAS), which may seem to suggest that 
PredPol’s approach is not deontological. Measuring efficacy is indeed a way of judging police actions 
in terms of results. However, the experimentation test of PredPol was punctual: The cities that use the 
platform do not systematically carry out a randomized trial experiment.  The assessement appears in 
the continuity of PredPol’s marketing plan, rather than in a logic of “regulatory objectivity” (Cambrosio 
et al., 2006) as in seismology with the  program “Collaboratory for the Study of Earthquake Predict-
ability”. http://www.cseptesting.org/. 

17 The assessment implemented by PredPol appears more in the continuity of the start-up’s marketing 
plan than in a logic of “regulatory objectivity” (Cambrosio et al., 2006) as in seismology with the “Collab-
oratory for the Study of Earthquake Predictability (CSPEP)” programme. http://www.cseptesting.org/, 
accessed 25.10.2017.

18 Robbin’s analysis sheds light on the profession of “technological evangelist” (or Chief Evangelist Officer), 
which emerged in the world of information technology.
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Abstract
In policies targeting environmental and health hazards, an effort is frequently made to anticipate and 
avert more or less probable adverse events. In this context, computerized models are often portrayed 
as superior knowledge tools, for their capacity to extrapolate from existing data and predict hazards. 
This paper looks at the historical development and use of such models in regulation, with the specific 
example of structure-activity relationships (SARs) in the regulation of new industrial chemicals at the 
US Environmental Protection Agency (EPA). It asks how evidential culture(s) in a regulatory organization 
change, in particular how new methods and forms of knowledge find their place alongside others 
to forge regulatory decisions. The development and application of, first, a qualitative approach to 
structure-activity relationships, and then of quantitative models, show that the EPA had the necessary 
autonomy to imagine and adjust a method emerging in the research environment to respond to 
regulatory needs. This can be understood from a coproductionist perspective, if adjusted to take into 
account the bureaucratic knowledge that mediates the imagining and application of prediction in 
regulatory practice. 

Keywords: Structure-activity relationships, QSAR, SAR, modelling, prediction, Environmental 
Protection Agency, regulatory knowledge, industrial chemicals, regulation

Article

Introduction
In policies targeting environmental and health 
hazards, an effort is frequently made to antici-

pate uncertain adverse events, calculating the 
probability of their occurrence in the future (Sare-
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witz and Pielke Jr, 1999; Nelson et al., 2008)2. A 
number of scientific disciplines have taken on 
this ambition to predict risks, developing such 
tools as computational models, and associated 
software technologies, to do so. In the past dec-
ades, these tools and the underpinning practices 
have expanded, to be more and more routinely 
incorporated in the processes of risk assessment. 
Computational knowledge is used alongside 
experimental evidence and situated observations 
of risk, to better extrapolate from existing data 
and predict safety issues. Computational models 
help bring the future of human risk to bear on pre-
sent decisions (Adams et al., 2009; Montgomery, 
2017; Rajan, 2009).

This paper asks how model-based predictions 
come to constitute a routine form of knowledge 
for regulatory agencies. The use of computational 
models to predict risks is a case of change in the 
forms of evidence that a regulatory agency uses. 
This change affecting the way in which an organi-
zation knows risk and make decisions is puzzling 
in itself. First, regulatory agencies are generally 
constrained to use certain kinds of evidence, 
under the influence of legal frameworks and 
of representations of what is credible scientific 
knowledge. There are norms that define what 
counts as regulatory knowledge (Demortain, 
2017). Second, preferred forms of knowledge 
tend to institutionalize in the organization. They 
materialize by roles, identities and boundaries 
that are difficult to change thereafter. Third, the 
knowledge that regulatory agencies generate 
is generally subjected to rigorous trials of cred-
ibility and deconstruction games, in courts and 
in other arenas (Jasanoff, 1990; Hilgartner, 2000). 
An agency is seldom in a position to impose the 
validation of new methods or claims itself – vali-
dation being the key question when it comes to 
using models to make predictions (Oreskes, 1998). 
Because of these circumstances, one can assume 
that a science-based regulatory organization has 
a limited capacity to choose and evolve new forms 
of regulatory knowledge, or to shift from one kind 
of science to another. How then have computa-
tional methods emerged as a form of science-for-
policy in an organization marked by high level of 
constraints on the demonstration of risk? How 
have these computational methods grown into an 

element of the evidential cultures practiced in a 
regulatory agency?

These questions are applied to the case of 
models of structure-activity relationships (SAR) 
at the US Environmental Protection Agency. In 
the past three decades, such models have been 
developed and applied in greater amounts in 
EPA’s regulatory assessment of chemicals. In SAR, 
‘structure’ refers to the molecular structure of 
the chemical under consideration, while ‘activity’ 
stands for the biological activity, including toxicity 
that the substance may cause in the body. The 
correlation between the structure of a molecule 
and the toxicity it causes in the human body can 
be established qualitatively by a chemist or toxi-
cologist with experience in toxicity testing, simply 
by looking at the structure of the substance, iden-
tifying within it a particular element or ‘fragment’ 
that, in an experimental study that was seen in the 
past, caused some kind of toxicity. A quantitative 
structure-activity relationship, or QSAR model, 
is a statistical correlation between a chemical 
property that is common to a class of chemical 
substances (e.g. solubility) and a frequent biolog-
ical effect of that class, as established in animal 
experiments. Once a correlation is established, it 
can be used as a benchmark to infer the potential 
toxicity of a chemical for which no test data is 
available, without further (or with limited amount 
of ) animal experimentation, if this chemical has 
the same structure-related property as the class 
of chemicals for which the correlation has been 
established. Such ‘in silico’ methods (as opposed 
to studies performed ‘in vivo’ or on animals3, and 
those conducted ‘in vitro’, on cultured cells) are 
often presented as an alternative to animal experi-
ments because modelling is future-oriented, 
predictive, and is not affected by uncertainties 
surrounding extrapolation of results in animals 
to future, human conditions. It is the US Envi-
ronmental Protection Agency (EPA) that early on 
invested most resources in the development of 
SAR tools and models, turning it into an accepted 
and credible way of knowing the hazards of new 
industrial chemicals, now used across the world 
and particularly in Europe, as Laurent and Thoreau 
(2019) show in this very issue. The agency formal-
ized these methods as part of the implementa-
tion of the Toxic Substances Control Act (TSCA) 
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– an act that did not foresee the use of computa-
tional methods, but only authorized the agency 
to conduct or request “epidemiologic studies, 
serial or hierarchical tests, in vitro tests, and whole 
animal tests” (Anonymous, 1976: 2007)4.

The history provided in this paper shows that 
the agency did not only import quantitative 
modelling from the outside, namely from the 
pharmaceutical industry, but actively constructed 
an original, qualitative technique of anticipation 
of risk based on the consideration of molecular 
structures by experts. It made use of quantita-
tive models, derived from large, validated sets 
of experimental data produced in house only 
gradually, after designing this qualitative way of 
making structure-activity correlations. So, predic-
tive modelling gained credibility as a regulatory 
tool very progressively and only because the 
agency designed an initially limited, contextual 
use of predictions to prioritize substances, as a 
complement to other kinds of data and studies 
used to assess risks. This invention can only be 
understood if we take into account the organiza-
tional context by which the emerging scientific 
order – the supposed capacity to predict safety 
quantitatively, without experiment — meets and 
interacts with the political or legal order — the 
requirement to make decisions without data 
imposed on the EPA by the law-makers.

This research makes use of three different 
sources of information. The first are the official 
numerical archives of the EPA, from which we 
retrieved several dozens of documents produced 
by the agency about structure-activity relation-
ships. Second, we interviewed nine officials of 
the agency who were, or still are, in charge of 
structure-activity assessment in its Office of Toxic 
Substances (OTS), or of research on structure-
activity relationships on the side of the Office of 
Research and Development (ORD). Third, we relied 
on the deep knowledge of the agency and of 
relevant events, methods, decisions and people of 
one of us (Maurice Zeeman), who was in charge 
of the Environmental Effects Branch (EEB) in the 
Office of Pollution Prevention and Toxics (OPPT) 
between 1988 and 1997, with responsibility for 
the supervision of the group of QSAR specialists of 
this office. In the remainder of the paper, we begin 
by giving some background concerning today’s 

importance and use of SAR. We then move to the 
history of what happened at the EPA during the 
1980s and 1990s, before engaging in a discussion 
and analysis of this history, bringing out the forms 
of bureaucratic knowledge pertaining to the EPA, 
which explain how it could shape and apply struc-
ture-activity thinking in regulatory work.

Evidential cultures and 
the regulation of risk
The rise of modelling as a practice underpinning 
judgement about chemical hazards is a problem 
in regulatory knowledge that concerns the forma-
tion and use of particular bodies of evidence to 
justify a decision and intervention. There are dif-
ferent ways of producing evidence of a risk, and 
of the need for intervention, just like there are dif-
ferent ways of producing a proof in any “pure” sci-
entific discipline or in fundamental research. One 
way to characterize this conflict is to distinguish 
between the various ways of producing regula-
tory evidence of a risk, or ‘evidential cultures’ that 
coexist or compete within the same regulatory 
regime to constitute the norm of objective regu-
latory knowledge, particularly in controversial 
policy environments (Böschen, 2009; Demortain, 
2013). The notion of ‘evidential culture’, first artic-
ulated by sociologist Harry Collins (1998) as part 
of his ethnographic study of gravitational wave 
research, broadly refers to strategies and criteria 
that frame the collective validation of knowledge. 

For our purpose, we will draw from the 
framework advanced by Böschen (2009, 2013), 
who distinguishes among four different eviden-
tial cultures in chemical regulation — restrictive, 
holistic, instrumental and evaluative. According 
to Böschen, a restrictive evidential culture, first, 
rests primarily on experimental methods and on 
the possibility, in controlled laboratory settings, 
to verify toxicity at a given endpoint in an animal 
model, and establish causality between a dose of 
chemical and that endpoint. That culture takes 
form in the context of a regulatory regime which 
names and concentrates on these endpoints 
and individual chemical objects. The ambition to 
establish proofs for such causalities, and the high 
evidence threshold5, has its drawback, namely the 
reduction of the phenomenon being evaluated 
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(e.g. toxicity in a human population is reduced to 
toxicity measured in a limited population of rats). 
In the holistic culture that is typical of ecotoxi-
cology, experiments may be combined with other 
tests and knowledge evaluating the phenomena 
at other scales of biological organization. The 
interest is less in discovering simplified causal rela-
tionships than in capturing complex interactions 
between elements of an ecosystem – which means 
that this culture is less operational, and its agents 
less frequently consulted for making individual 
regulatory decisions on a given chemical, than for 
framing, delimiting an issue in the first place. The 
third, instrumental culture is oriented towards the 
development and use of instruments to detect 
and produce data to estimate the existence of a 
problem in a new context (embodied by analytical 
chemistry in the case of environmental chemicals). 
The disciplines of environmental medicine, or the 
exercise of hazard assessment, embody a fourth, 
evaluative kind of culture, where the epistemic 
goal is less to explain and precisely predict – the 
evidence threshold is not high – but to address 
practical problems as they arise, evaluating them 
against the background of other problematic situ-
ations to determine a level of response (Böschen, 
2013: 77-80). 

Historians, philosophers and sociologists of 
science alike agree on the fact that modelling is 
a practice of mediating between experimenta-
tion and theory, of creating a fit between the data 
that surge from experimentation or observation, 
and available theory. They allow “experimenting 
on theory” (Dowling, 1999: 261) with constantly 
renewed sets of data (Morgan, 1999), gluing 
one and the other (Sismondo, 2006) to be able 
to use conclusions emerging from experiments 
to learn about untested situations. This is what 
makes models more or less useful, possibly a more 
relevant benchmark for evaluating them than 
“truth” (Box, 1979; Sismondo, 1999; Zeeman and 
Mayo-Bean, 2009; Wambaugh, 2014). Models thus 
have a possible role in each culture. A restrictive 
culture, for instance, incorporates statistical causal 
models, to establish links between the experimen-
tally measured variables and the tested object. 
Analogical models are necessary to apprehend 
the complexity of systems, and contemplate the 
relationships between parts of this system. Instru-

ments of detection and measurement cannot 
function outside ontological models and clas-
sifications, that define, delimit or demarcate the 
thing being measured. Finally, an evaluative 
culture oriented towards the definition of practical 
solutions, will employ analogical, physical or 
statistical models to be able to simulate the effects 
of a given change in the system. The introduction 
of structure-activity thinking at the EPA means 
that evidential cultures in use in the organiza-
tion evolve either in the direction of a restric-
tive culture (using quantitative models to find 
correlations between two reductively considered 
thing, a molecule and a given toxicity endpoint), 
or an evaluative one (using analogies to produce 
signals of safety, and justify a pragmatic decision 
to further test a chemical). 

The coproduction perspective developed by 
Sheila Jasanoff (2004) offers a way to analyze 
such change. From that perspective, the eviden-
tial culture evolves under the influence of two 
mutually influencing dynamics: changes in what 
defines the regulatory order, or more simply the 
regulatory regime that the agency operates; 
changes in what counts as valid scientific 
knowledge in the corresponding scientific fields. 
In other words, changes in the evidential culture of 
an organization like the EPA is coproduced by two 
emerging changes in the realm of the law and in 
the realm of scientific knowledge. The making of 
structure-activity correlations at the EPA would be 
the result, from this perspective, of an emerging 
legal order in which the agency is requested to 
make decisions about risks in the absence of data, 
interacting with an emerging scientific discipline 
of quantitatively predicting toxicity problems in 
chemicals. Both comforted one another in the 
constitution of a credible regulatory knowledge 
culture.

Coproduction, however, does not take place 
in the abstract, but in concrete organizational 
conditions, that need to be taken into account 
to understand the particular kind of modelling 
that was identified, chosen and encultured at 
the EPA. In one of the rare references to this 
organizational dimension in the coproductionist 
literature, Jasanoff mentions that the “making of 
institutions” — the emergence of “tried-and-true 
repertoires of problem-solving”, or “administra-
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tive routines” that provide ready-made solutions 
to political problems and controversies — is one 
of the “pathways” of coproduction (Jasanoff, 2004: 
40; see Waterton and Wynne, 2004 also Hunt and 
Shackley (1999) had a few years earlier noted that 
what they call “bureaucratic knowledge” — the 
heuristic guides, aids or frameworks that help 
an organization achieve politically feasible and 
legitimate outcomes — plays an important role 
in defining what emerges as science-for-policy, at 
the junction of science and law (that they called, 
respectively, academic knowledge and fiducial 
knowledge). Bureaucratic knowledge designates 
the heuristics that are shared across the organi-
zation, to know how to form a final and credible 
decision of the organization as a whole, beyond 
and above the boundaries that separate the 
members of the organization, notably the special-
ists of various kinds of science, lawyers, political 
decision-makers (Bijker et al., 2009). It is specific to 
a regulatory organization, whose main ambition 
and challenge it is to precisely turn out credible 
decisions with a variety of knowledge bases and 
criteria, observable inside and outside the organi-
zation. This bureaucratic knowledge, existing or 
emerging, influences the definition of appropriate 
science-for-policy. It mediates the interpretation 
of scientific affordances and legal mandates to 
orient the definition of what kind of evidence is 
most appropriate.

In summary, we assume here that the forms of 
knowledge that are incorporated in the practice 
of regulatory organizations are the product of an 
organizational interpretation of legal constraints 
and scientific capacities; a process in which the 
bureaucratic knowledge of the organization in 
charge – its formalized experience of the coor-
dination among participants in the formation of 
a decision — plays a key role. This bureaucratic 
knowledge was particularly important in forging 
a particular kind of structure-activity reasoning 
in the agency, mostly evaluative, and distinct 
from the kind of restrictive QSAR that was then 
emerging in the field of quantitative drug design. 
We now turn to the history of the development 
of structure-activity reasoning and computation 
models in the EPA. The discussion section then 
returns to the descriptions of these three orders 
of change — in the legal order, in science and in 

the bureaucratic knowledge pertaining to the EPA 
— to explain how structure-activity reasoning has 
become regulatory knowledge at the EPA.

Qualitative and quantitative 
structure-activity 
relationships at the EPA
Preparing for the review of new industrial 
chemicals without data (1973–1979)
A QSAR model is a statistical analysis (by regres-
sion or classification or else) of the biological activ-
ity of a group of two or more chemicals that have 
some structural similarity, as captured through a 
chosen descriptor of the chemical6. The modelling 
of causal relations between chemical properties 
and biological impacts is rooted in fundamental 
chemistry (Crum-Brown and Fraser, 1868; Meyer, 
1899; Overton, 1899). The quantitative approach 
towards these correlations was pioneered by a 
Professor of Chemistry at Pomona College in Cali-
fornia, Corwin Hansch, now known as “father” of 
computer-assisted molecule design7. 

The interest for QSAR modelling at EPA 
emerged in the mid-1970s, thanks to connections 
between the agency and this emerging work of 
computer-assisted drug design. At that time, the 
passage of the future TSCA was already under 
discussion. The proposition to have a dedicated 
status for the control of chemical substances 
emerged in the 1960s under the pressure of 
public interest groups, to comprise what will soon 
be known as the new social or risk regulation: 
regulatory regimes dedicated not to the control 
of markets and economic activities, but to the 
improvement of health, environment and working 
conditions (Harris and Milkis, 1989). The new Act 
was designed to cover the kinds of chemicals that 
were not already regulated via provisions applying 
to food additives, pesticides or medicines. A whole 
continent of industrial chemicals, many suspected 
to be toxic, had escaped the legislation in place 
(Vogel and Roberts, 2011). The Council on Envi-
ronmental Quality suggested in a report in 1971 
to develop new legislation to cover all of these 
chemicals, and to generate information about 
them in the first place, as many were simply not 
known or registered. It started being discussed 
soon after the establishment of a federal environ-
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mental agency, the EPA, was decided, in 1970. It 
was one of the first Acts that the agency would be 
entirely in charge of, from the start, and applied 
the sort of holistic perspective that inspired the 
creation of a dedicated environmental agency. 

During the final years of the discussion of 
the Act — it was finally adopted in 1976, after 
six years of negotiation — the EPA’s newly OTS 
was starting to realize that it would eventu-
ally have to handle the rapid evaluation of large 
amounts of unknown, new chemical substances. 
During the negotiation of the Act, the chemical 
industry succeeded in convincing Congress and 
the executive to withdraw most of the require-
ments for mandatory testing from it. At the end 
of the day, implementing the Act appeared as 
a challenge for the agency that had to prove 
scientifically the existence of risks, to regulate 
products, without any possibility to execute or 
require scientific studies from the industry, even 
though tests were available and already routinely 
applied by corporations of the sector (Craeger, 
2018). The officials of the EPA had to very quickly 
operationalize an approach to deal with the evalu-
ation of new chemicals for which no testing and 
no data were going to be available (since there 
was no obligation for companies to do testing). 
The discussions revolved around the need for 
“identification” of chemicals and methods for 
“early warning”. By the end of 1973, the EPA’s 
toxic substances staff had already identified a 
significant body of scientific literature concerning 
structure-activity correlations and methodolo-
gies, without making any clear-cut decision as to 
the potential which these methods might have 
for helping EPA in its early warning activities (FRI, 
1975, 1976). At the beginning of 1974, the view 
according to which key properties of substances, 
notably their toxicity can be derived from their 
structure was accepted (EPA, 1975).  

Structure-activity interests in the EPA’s 
Office of Toxic Substances (OTS) and Office 
of Research and Development (ORD)
The interest for the modelling of structure-activ-
ity correlations crystallized simultaneously in 
two separate places in the EPA. The benefits of 
using structure-activity correlations to formulate 
judgments about the safety of new chemicals 

became clearer as Joseph Seifter, a medical doc-
tor by training and a pioneering pharmacologist, 
joined the EPA’s OTS in 1978 from the George 
Washington University Medical School. Seifter 
had approached structure-activity work as part of 
his research in pharmacology and drug develop-
ment. He contributed to establish the so-called 
‘structure-activity team’ (SAT) in the OTS in 1979, 
to prepare for the incoming of the first new 
chemical ‘pre-manufacture notifications’ (PMN). 
These notifications applied to any new chemical, 
meaning a chemical substance that was not on 
the inventory of existing chemicals prepared by 
the OTS and published in July 1979 (Hepler-Smith 
2019). After that date, there could now be a ‘new 
chemical PMN’ submitted to OTS’s New Chemicals 
Program (NCP) by industry.

The interest for QSAR modelling also crystal-
lized in another place in the EPA, the Office for 
Research and Development (ORD)8. Gilman Veith, 
a scientist in one of the laboratories of the ORD, 
the Environmental Research Laboratory (located 
in Duluth), got interested as early as in the 
mid-1970s by this notion of prediction of toxicity 
from chemical structures, and devoted enormous 
efforts to the development of that science9 (Veith, 
1981). In 1975, at about the same time as the 
EPA’s toxics staff started to conceive of SAR as a 
possible approach to deal with the chemicals ‘data 
gap’ in the upcoming TSCA, he initiated the ‘QSAR 
research program’ of his laboratory (Bradbury et 
al., 2015: 17). He developed a clear vision of the 
necessary tools for the QSAR approach to become 
applicable and had the necessary leadership skills 
to have people work together, both in his lab and 
between his lab and the EPA’s new OTS, to develop 
these tools.

One of the early projects that Veith and his 
group launched was the development of high-
quality databases of experimental results, on 
which to compute correlations and estimations of 
toxicity. Two databases were developed. The first 
came to be known as ECOTOX, and was essentially 
a collection of experimental results presented in 
scientific journals. The second developed from 
dissatisfaction with literature-derived databases. 
The results collected from the literature are never 
fully comparable: even where two experimenters 
test the same substance using a similar protocol 
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(e.g. administration of a 50% concentrated 
dose of a substance to rats for 28 days), these 
protocols necessarily differ in some dimensions. 
The resulting database of toxicity measures is 
not of sufficient quality to compute robust math-
ematical correlations with chemical structures. 
Veith thus came to the conclusion that he would 
need to do the experiments at home, replicating 
a strictly identical protocol on a large number of 
substances, and collecting the result in an opera-
tional database. To do so, a large testing program 
was set up in 1981, in close cooperation with, and 
funded by, the OTS. It consisted in performing a 
short-duration toxicity test on a fish (96 hours, 
on fathead minnows), to derive the LC50 value of 
several hundred of chemicals. 

Structure-activity in the regulatory practice 
of OTS
Only eight PMN were submitted to OTS in 1979, 
but their numbers grew quickly. There were 
almost 1,000 PMNs submitted to OTS by Septem-
ber 1981. 900 more PMNs had been submitted 
by September 1982, and another 1,400 PMNs by 
September 1983. The PMN process consequently 
resulted in an average of about 1,600 submissions 
per year, in 32 years of application10. 

The Act imposed a 90-day limit to the agency 
but did not impose the industry to provide any 
data to the EPA for it to do that estimation (other 
than data the company already has). By law, a 
PMN submission dossier includes the name of 
the chemical, a description of its structure, the 
production volume, methods of uses and disposal, 
estimates of human exposure, and any extant test 
data obtained. Nevertheless, in approximately 
65% of cases, submissions by the industry did not 
include any substance-specific experimental data. 
The information the EPA got was the name of the 
chemical, a description of its molecular structure, 
the volume of production, the uses and disposal 
methods, and estimates of the number of people 
in the general population that will be in contact 
with the substance (‘human exposure’). Only 45% 
of the dossiers included health test data, mainly for 
acute toxicity endpoints, genotoxicity test results 
or local irritation studies (EPA,  1984). There was 
little, if any, ecotoxicological or physical/chemical 
fate data submitted (e.g., Auer et al., 1990; Auer 

et al., 1994; Zeeman et al., 1993; Zeeman, 1995; 
Zeeman et al., 1995). If the EPA wants to get test 
data from the manufacturer, it has to make a risk-
based case for it, an obviously difficult thing to do 
with minimal information in hand or, in regulatory 
science terms, in a ‘data-poor’ situation. The sheer 
volume of substances to assess, coupled with 
the absence of data, rendered the perspective of 
making predictions from structure-activity corre-
lations in similar chemicals, particularly attractive, 
if not a necessity. 

The first step in the PMN process designed by 
the OTS was determining that all necessary infor-
mation has been included in the notification. 
This was followed by a series of three meetings 
(1. Chemistry Review and Search Strategy; 2. 
Structure Activity Team; 3. Exposure Analysis 
Meeting) which bring senior level expertise to 
bear on the questions of chemistry, hazard, and 
exposure within the first 15 days of the 90-day 
period available to EPA for the assessment of each 
new chemical. The ‘Chemistry Review’ meeting 
would be held between from days 8–12. 30% of 
substances, on average, would be left off the hook 
at this stage11 during which the chemical identity 
of the substance is considered, the methods by 
which it is synthesized and the feedstocks used 
for the process, the physico-chemical properties 
of the substance. The remaining 70% would then 
be considered in the ‘structure-activity meeting’ 
between days 9 and 13 of the process. 

The structure-activity work was prepared within 
the Health and Environmental Review Division 
(HERD) of the OTS, which provided the scientific 
and technical support for chemical assessment12. 
In the terminology of the paradigm set in the 
National Research Council report on risk analysis 
(NAS, 1983), then being institutionalized in the 
agency (Demortain, 2019), the structure-activity 
work contributed to the first step of the process, 
‘hazard assessment’ – that is, the mere identifica-
tion of toxicity problems, without measurement 
of their gravity, frequency or probability of appa-
rition (the heart of the exposure assessment and 
risk characterization stages) (Zeeman and Gilford, 
1993).

In structure-activity meetings, one chemist 
was assigned the task of summarizing the profile 
of the substance. The physico-chemical proper-
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ties were then considered, followed by the envi-
ronmental fate of the substance, the health issues 
(metabolism, mutagenicity, neurotoxicity…), to 
conclude by consideration of the ecotoxicity of 
the substance. Inferences from what was known 
of the properties of a given chemical structure 
infused the work of the whole team. 

Structure-activity meetings were not a meeting 
of modelers discussing mathematical models and 
numerical estimates. These were “professional 
judgment” meetings (EPA, 1984: 4), where people 
used their experience of the toxicity typically 
associated with a kind of chemical structure, to 
anticipate the safety issues that might arise from 
exposure to a new chemical with a structure that 
they deemed comparable, or sufficiently similar, 
to those for which they had prior experience of 
toxicity. These meetings served to elicit the views 
of experts. They were patterned, in effect, after the 
Delphi method — a collective forecasting method 
based on successive rounds of questioning of 
a group of experts, developed by the US Army 
forces — in which OTS people found inspiration. 
Auer, who headed the structure-activity team 
from 1979 to 1986, described it in this way: 

We had the first meeting. You have the [chemical’s] 
structure and you have the little or no data that 
were available on it, and you just started going 
around the room. What do you think? You know, 
in your area of expertise, what can you offer 
about this chemical? Over time that evolved into 
a very regularized approach to decomposing the 
chemical, and then through SAR [structure activity 
relationships], putting it back together to tell the 
story. […] Pretty quickly, within probably the first 
year of the operation of this program, you had a 
regimen in place where you had done preliminary 
chemistry analysis. So, what kind of chemical is it? 
How does [the chemical] function in its use? … 
(CHF, 2010). 

Of all the necessary resources to do QSAR mod-
elling (availability of test data on the substance 
being examined, data on analogous substances, 
statistical methods to analyze them and ‘profes-
sional judgment’), the knowledge and profes-
sional judgments of scientific assessors in the 
interpretation and integration of available infor-
mation, was “the most critical in terms of the 

overall success of the evaluation effort” (EPA, 
1984: 13). In regulatory practice, then, modelling 
was a mode of reasoning applied to accumulated 
experience, to form a hypothesis about the lack 
of safety of a substance in anticipation of any 
experiment or observation. This was, in essence, 
a qualitative kind of structure-activity analysis, 
based on knowledge gained from reading masses 
of experimental data published in the literature, 
an experience that toxicologists classed by chemi-
cal categories, themselves defined by molecu-
lar structures. This knowledge was deposited in 
people, and exercised by them during meetings 
in what became a particular kind of competence 
in making analogies between substances. Auer, 
again, recollects that 

there were smart people on the team who could 
say ‘Jeez, this substance looks a lot like that case we 
had a year ago’13

such as Joe Seifter, recalled as

one of the early practitioners of the concepts of 
forming categories of chemicals [and] looking for 
ranges of toxicity across a category, being sensitive 
to where the toxicity shifted in a category, and 
then, attempting to understand mechanistically 
what was going on to cause that shift. He was just 
a remarkable guy, encyclopedic knowledge. You 
could show him a structure and he could just tell 
you what kinds of things it was likely to do to a 
human. (CHF, 2010). 

Charles Walker was another of these experts that 
came to the EPA from the U.S. Fish and Wildlife Ser-
vice to help apply this practical analysis (Lipnick, 
1998). According to their colleagues, the scientists 
of the OTS, Robert Lipnick, Richard Clements and 
Vincent Nabholz in particular, were said to have 
develop a great ability in that exercise of infer-
ring possible toxicity issues from reading chemi-
cal structures over time. More people soon joined 
the team, extending this repository of embodied 
knowledge of structures and toxicity that com-
pensated for the absence of experimental data 
in industry notifications. Paul Bickart, a Harvard-
trained chemist with a very broad background, 
contributed his capacity to characterize chemi-
cals. Joseph Arcos, a university-based chemist 
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had joined the SAT in 1979 already, bringing his 
vast knowledge of chemical carcinogenesis to 
the team. Adrian Albert, an Australian professor 
in medicinal chemistry, spent the summer of 1982 
working with the SAT too.

Structure-activity considerations were 
not equally useful for all kinds of toxicity and 
endpoints, however. They were mostly useful for 
the environmental fate or ecotoxicological issues, 
for one simple reason: these were the issues for 
which experimental results or what Auer calls a 
“base set of data14” (generated through acute 
tests, such as fish tests) could be generated more 
quickly, assays being short and relatively less 
expensive than the tests on rodents used for 
human health outcomes. This analog chemical 
assessment was not the basis of final regulatory 
decisions. The final decisions resulted from a 
more complete risk assessment process and the 
vast majority of such decisions could be made 
without any testing needed. Some of the more 
difficult decisions required the consideration of 
data produced by the company after the initial 
structure activity meeting, and following the 
indications of the structure-activity team. But 
chemical analogues served to anchor the assess-
ment that problems may arise from exposure 
to that substance. It was sufficient to meet the 
standard of proof established in the Act to justify 
requiring data from a company: that is, that it “can 
reasonably be determined or predicted” that the 
substance “may present an unreasonable risk of 
injury to health or the environment” (Anonymous, 
1976: 2006).

Criticism, doubts and progress towards 
quantitative SARs
Although the structure-activity team grew 
over time, as notifications started to pour in, 
from around six to a dozen people, the (Q)SARs 
approach was not consensual. Skeptics of struc-
ture-activity inferences could be found either in 
the agency or outside, among academics of cor-
responding fields for instance. Several reviews of 
EPA work on structure-activity emerged just a few 
years after the initiation of the structure-activity 
team. EPA’s use of SAR in reaching PMN hazard 
assessment conclusions soon started to be ques-
tioned by Congress, environmental groups and 

others (OTA, 1983; GAO, 1984; ACS, 1984) who 
point out the many uncertainties associated with 
the approach (EPA, 1984).

Adrien Albert, a professor at Australian National 
University specialized in structure-activity rela-
tionships who participated in several of the team 
meetings in 1982, undertook a review of the work 
of the EPA on structure-activity correlations. In his 
report, he noted that the EPA heavily relied on the 
professional expertise of scientific assessors, and 
on the exercise of relating a whole molecule to 
a class of chemicals for which adequate biolog-
ical data exist, much more than on quantita-
tive structure activity relationships, which was 
limited by the lack of toxicity data and was based 
on physical chemical property data, and QSAR 
descriptors (EPA, 1984).

At about the same time, a paper appeared 
in the journal Environmental Science and Tech-
nology, quoting Corwin Hansch questioning the 
use of SARs in a regulatory environment. The 
pioneer and “father” of quantitative SARs thought 
that the approaches employed by the EPA differed 
from his own for two reasons. Contrary to their 
applications in the pharmaceutical industry, 
the EPA did not focus on a single endpoint but 
multiple pathways, which made the objectives 
and contents substantially different. The lack of 
data also made the EPA approach very different: 
both experimental data for the health effects 
of PMN chemicals, but also more basic data of 
physical chemical properties were missing. As a 
consequence, Corwin Hansch judged that EPA’s 
approach was useful but insufficient: 

While SARs can be very helpful to regulatory 
agencies in deciding which chemicals should be 
subject to special testing—EPA is doing this now—I 
believe that you cannot yet base regulations on 
SARs. In other words, SARs are not yet ready to use 
for confirming or denying market access to any 
given chemical, but they are of use, and are being 
used to guess which may be especially toxic or 
relatively safe (Anonymous, 1984). 

Debates emerged as to whether the chemicals 
between which comparisons were made were 
sufficiently analogous, but also about the extent 
to which SARs could ever predict other forms of 
toxicity than acute toxicity, for which there was 
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more biological data available than the rest. Criti-
cism over EPA’s PMN review process also stemmed 
from the Government Accounting Office and 
the Congress’ Office of Technology Assessment, 
for which uncertainties were pervasive in toxic-
ity assessment and in experimental tests “on the 
exact product, not closely related chemicals, are 
necessary to ban or restrict production” (OTA, 
1984: 77). 

These reports, while critical of quantitative 
structure-activity modelling, were not altogether 
depreciative of the use of analogies between 
groups of chemicals to screen large numbers of 
chemicals, and select those on which more data 
would be requested, and that would undergo 
a closer review. They also confirmed that the 
approach was promising, and that it could be 
refined and reinforced in order to go beyond its 
initial uses. This is what happened subsequently 
in the OTS and in the lab of Gilman Veith. Besides 
routine evaluation work in the structure-activity 
team, the “QSAR folks” of the OTS, as they were 
sometimes called, put forces into the develop-
ment of quantitative SARs and in tools to develop 
them faster. Robert Lipnick, a chemist turned 
“QSAR scholar” (Lipnick, 1985, 1991) started using 
QSAR models as early as in 1981. With the support 
of the chief of the Environmental Effects Branch 
(EEB) of the OTS, he set out to compare the results 
of the screening of 55 alcohols with a known QSAR 
model for narcosis that was published in the litera-
ture. The model allowed generating a value for the 
level of narcosis that predictably occurs for certain 
chemical structures. Comparing the alcohols with 
these chemical structures, a possibility emerged 
to actually say whether these alcohols would 
themselves produce narcosis (Lipnick et al., 1985). 
Lipnick was known as a more theory-oriented 
person, very much interested in researching and 
validating models and applying them to new 
substances. 

Two other scientists in the EEB worked to 
develop quantitative structure-activity models. 
Despite this actual lack of ecotoxicological (and 
chemical fate) test data, they worked continu-
ously for several years to increasingly develop 
and to then make use of many individual SAR 
and QSAR estimates. This team had managed to 
develop 13 QSAR models by the early 1980s (see 
Clements et al., 1993). By 1988 there would be 49 

different QSARs for estimating the aquatic toxicity 
or bioconcentration potential for about 30 classes 
or subclasses of industrial chemicals produced 
(Zeeman et al., 1993), the majority of which by 
EEB scientists. All of them were published in the 
so-called QSAR manual in 1988 and 1994 (over 
120 QSARs by then). Structure activity work could 
be refined by intense collaborations between 
ORD and OTS. ORD’s “fathead minnow studies” 
continued in parallel and eventually covered 
617 industrial chemicals in total15. The program-
matic offices extended funds for the ORD to 
develop its databases, with the ORD making 
these results accessible to their scientists so that 
they could identify structure-activity correlations 
and computer programs for each correlation, to 
generate predicted toxicity values. Thanks in part 
to this database, yet more quantitative models 
were produced16, all of which fed the structure-
activity meetings.

A more systematic use of quantitative SARs 
models implied some tension among scientists 
of the EEB. Some of them, such as Robert Lipnick, 
seemed not willing to accept the use of QSARs 
that had not been somewhat rigorously evaluated. 
Others, like Vincent Nabholz or Richard Clements, 
were more the reluctant sponsors of creating and 
using whatever QSARs they found or developed 
that were able to provide them with some of the 
numerical ecotoxicity answers that were needed 
for use under the circumstances of the OTS PMN 
review process. The EEB’s leadership managed the 
opposition by functionally separating these scien-
tists that were more oriented to the pragmatic use 
of QSARs in regulatory practice, from the more 
theoretical QSAR folks, who were actually getting 
in the way of efficiently performing the ongoing 
regular NCP chemical assessments via QSAR. The 
regulation-oriented scientists got major control 
of the QSAR hazard assessment process of new 
chemicals, while the more theoretical-inclined 
ones were allowed to invest in the publication and 
further development of models.

These tensions were not necessarily sensed 
outside the EEB. The new chemicals program was 
not subject to intense political and legal scrutiny. 
Auer recalls that in normal days, as director of OTS, 
he would only meet with the people in charge of 
PMNs three or four times a year, which denotes 
a low priority17. This relative protection of the 
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space of EEB, coupled with the support from its 
hierarchy and the commitment of its scientists 
to improve structure-activity inferences, meant 
that progress towards increased quantification 
of SARs and consideration in regulatory evalua-
tion of dossiers, did continue. Vincent Nabholz 
and Richard Clements made a continuous effort 
to revise EEB’s structure-activity correlations, as 
valid new data were found. They assembled their 
models into the various QSAR Manuals (EPA, 1988; 
1994b) and also created ECOSAR. The initial one 
was an internal notebook of 13 QSARs and it could 
be considered as the first QSAR Manual (EPA, 
198818). The second manual had 49 QSARs and it 
was published by OTS as an EPA document (EPA, 
1988). The hope of the OTS, at this point in time, 
was to make the tool circulate. A revised version of 
the QSAR manual was completed in 1993, and this 
one constituted an important turning point. It was 
published by the toxics office as an EPA document 
(EPA, 1994b), and it stated that it was published to 
accompany the EPA release of the SAR software 
program called ECOSAR (see EPA, 1994a: 1). Until 
1993, the QSAR manual had only been available in 
paper version. In 1994, the ECOSAR, which was a 
PC version of the manual, was then made available 
to the public. This revised version contained 42 
chemical classes along with 120 QSARs.

In the 1990s, structure-activity work on hazard 
assessment still progressed in these circum-
stances, although the NCP resources declined19. 
After 1996, there was a hiatus in that EPA QSAR 
development. The EEB was dissolved in the 1997 
reorganization of OPPT. The old EEB staff were 
then distributed amongst the various new Product 
Line Branches in the newly organized Risk Assess-
ment Division20, and thus many of the QSAR staff 
were now basically spread out and were basically 
on their own, with less support from manage-
ment. The investment in SAR/QSAR continued, 
but those scientists that had been instrumental in 
its development no longer had a direct access to a 
management support system.

By that time, however, the New Chemicals 
Program, including in its use of QSAR, had been 
hailed a success by the chemical industry in the 
US. The review process had been formalized, with 
highly detailed manuals, guidelines and software 
tools, that helped understand how the process 

unfolded, and how each sort of information – 
chemical, toxicological or exposure-related – was 
used (EPA 1997). Many of the developments of the 
EPA/OTS of the preceding years were taken up in 
the OECD. When the OECD initiated the harmoni-
zation of SAR tools and models, it first undertook 
a validation exercise, to verify the accuracy of 
predictions that were made by the EPA staff. 
The conclusion of that exercise was that the SAR 
methods of the EPA “performed extremely well 
in predicting acute toxicity to fish and daphnia” 
(OECD 1994, cited in Zeeman, 1995: 712). In 
general, model-based predictions generated 
estimates of toxicity that were within an order of 
magnitude of those that were observed in animal 
experiments. The OECD validation of EPA’s predic-
tions was very much an endorsement of the work 
performed there since the 1970s to develop these 
tools, the “careful development and analysis of 
chemical categories”, “the thoroughness and 
diligence in adding new data points to established 
categories”, the high level of “refinement” of its 
predictive capabilities (OECD, 2007a: 28). Several 
important tools for SAR work, notably the concept 
of ‘chemical category’, were taken up by the OECD, 
recognizing the usefulness and applicability of 
what the EPA had developed internally (see EPA, 
1993; cited and described in Zeeman, 1995, OECD, 
2007; OECD, 2009).

Organizing the coproduction 
of science and law
The above history shows that the EPA did a lot 
around structure-activity in the area of chemicals 
hazard assessment, much more than any other 
organization, and earlier than anyone else too. It 
conceptualized the use of structure-activity cor-
relations and judgments as a method to evaluate 
the hazardousness of chemicals, accumulated the 
experience in making such judgments, practic-
ing them day by day on a very large number of 
products over a long period of time, integrating 
those judgments into a concrete decision-making 
machinery. It invested in a massive testing pro-
gram to generate a database of experimental 
results, to perform the statistical analysis neces-
sary to the production of more models. It formal-
ized and put into circulation several important 
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tools for other organizations to be able to use 
these estimations or develop new ones in turn. 
Altogether then, the EPA brought much cred-
ibility to the translation of an initial chemistry 
theory into the practical regulatory assessment of 
chemicals.

The striking aspect this history is that comput-
erized models were not abruptly introduced as 
a regulatory tool, and certainly not approached 
as a tool for definitive decision-making through 
prediction. Rather, it is structure-activity thinking 
that was first introduced as an element of 
knowledge in the gradual formation of decisions, 
buying time for the more progressive develop-
ment and subsequent consideration of validated 
statistical models in the regulatory process. 
The agency initially fell back on a more modest 
approach to knowing and predicting the future, 
embodied by qualitative, non-statistical struc-
ture-activity thinking. It practically restricted 
the validity of the approach of establishing rela-
tionships between structure and activity, to the 
screening of large sets of substances, and to the 
triaging of those that needed further investigation 
from those that could be deemed reasonably safe. 
Making precise, quantified predictions on any one 
of these substances was a horizon, and promise, 
that EEB scientists and regulators in the Office of 
Toxic Substances gradually came closer to21.

Several elements concur in explaining why the 
EPA emerged as a site of formalization of a new 
kind of regulatory knowledge, and of invention 
of ways of applying structure-activity thinking. 
Based on the discussion of science-policy copro-
duction dynamics in the first part of this article, it 
appears that an evidential culture takes form, first, 
in response to the political stabilization of criteria 
of decision and proof. An evidential culture is not 
made of “research science”, but of this particular 
kind of science that is believed to be appropriate 
to inform a decision criteria (a given definition of 
what counts as a risk) and a standard of proof set 
in the law. Those criteria are defined not by the 
regulatory organization itself, but emerge from 
the power relationships among the actors that 
take part in the construction of the regulatory 
framework, and in its implementation and subse-
quent evolution. From this perspective, an eviden-
tial culture changes where and when risk criteria 

and standards of proof evolve, under the pressure 
of principals (Congresspersons that design the Act 
that the agency must implement), courts (who 
review decisions and confirm or change the actual 
criteria of safety that the agency is supposed to 
apply) and/or of the regulated industry.

In that case, it seems clear that an evolution in 
the ways of establishing a proof of the existence 
of chemical risks was in order, given the particular 
regulatory design of TSCA. As the first leader of 
the structure-activity team recalled ex-post facto, 
“necessity is the mother of invention” (CHF, 2010: 
4): the EPA had no alternative in the face of the 
double-bind in the implementation of TSCA — 
an ambitious mission to rapidly review a great 
number of different chemicals, with limited scien-
tific and legal means to do so. Computerized QSAR 
models and expert systems simply filled the gap 
left after the Act was emptied of any requirement 
for testing (Mayo et al., 2012; Craeger 2018). The 
particularly large number of substances to review 
created a strong pressure to apply new methods, 
even though reliable QSAR models were not yet 
in sight. Structure-activity thinking thus became 
the immediate solution, even though it was a new, 
embodied expertise only practiced by a handful 
of specialists who the EPA had managed to recruit 
or attract. At the same time, the criterion that was 
chosen to define safety (an “unreasonable risk” of 
injury), coupled with a low evidentiary threshold 
(the Act authorizes the agency to act if there is a 
“reasonable basis” to conclude about the existence 
of an “unreasonable risk”) meant that the agency 
could use emerging, judgmental (as opposed 
to formal and quantitative) methods in its work. 
No one among courts, environmental groups or 
regulated businesses, contested the interpretation 
that the agency made of this criterion. In other 
words, the agency was both constrained and 
given some autonomy to search for new methods 
to document the risk. The context gave weight to 
non-testing approaches emerging in the world of 
pharmaceuticals development.

Second, an evidential culture is built on a set 
of methods, and representations of what can be 
known, and what may not or is not interesting to 
know. In this sense, changes in evidential cultures 
depend on the production and availability of 
new research outside the organization, and on 
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the capacity of the organization to translate and 
incorporate this research into its own expertise for 
its needs. What is noticeable in the present case is 
the network of relationships between the agency 
and external scientific groups, and the capacity 
of the EPA to attract experienced scientists from 
the world of computational drug design, and even 
more so, of qualitative structure-based toxicity 
prediction. Another noticeable aspect is that 
there were protected spaces in the organization, 
in which the necessary work to make modelling 
function could be envisioned and deployed. 
The group of QSAR folks inside OTS, alongside 
the ORD’s ERL in Duluth and private scientific 
service companies, which the EPA intensely used, 
all dedicated to bettering the approach. Those 
different spaces were inter-linked by a network 
of QSAR people who consistently cooperated, 
sometimes in productive tensions, e.g. over the 
relative importance of the administrative impera-
tive of availing of usable tools for deciding on 
substances, or screening them, and the more 
scientific, long-term ambition to produce reliable, 
fully validated statistical models. The OTS had 
among its staff the necessary level of scientific 
skills to manage these collaborations and profit 
from external productions. This means that the 
Office was, almost from the start of its existence, in 
a position to understand the challenges and diffi-
culties of modelling, and aware of the technical 
developments to perform before embracing 
models fully. 

One should add another factor, namely the 
autonomy of the new chemicals program. The 
very design of the NCP program in TSCA was a 
recipe for failure (thousands of substances to 
review, with little possibility for EPA to neither 
request data nor obligation to the industry to 
provide some), and the EPA leadership did not 
expect much from this program to start with. The 
New Chemicals program was also much less of a 
threat for companies than the Existing Chemicals 
program22. So, both the legal challenges and the 
political supervision from the higher echelons of 
the organization were limited, granting autonomy 
to the people inside the OTS to forge common 
rubrics of information and judgment, and ways of 
evolving decisions.

However, coproduction does not occur in the 
abstract, and structure-activity methods did not 
emerge spontaneously. The concrete form that 
modelling and prediction took in the agency 
was not quantitative modeling to start with, but 
a collective, human judgment about similarities 
between structures and of toxicity associated with 
structures. This collective judgement was formed 
during dedicated meetings, conceived of as a 
step in a regulatory sequence, organized around 
a dedicated team. This organizational materiali-
zation of structure-activity thinking can only be 
understood taking into account the autonomous 
bureaucratic knowledge present in the agency, 
which mediated both the legal requirements and 
scientific affordances.

Bureaucratic knowledge, in this case, covers 
several things: a form of procedural rationality, 
by which objective decisions are the product 
of a sequence of judgments formed on discrete 
bodies of information, applying different criteria 
(chemical analysis, then structure-based hazard 
assessment, followed by risk), some scientific, 
others more readily political. This, in essence, is 
the heart of the “risk analysis framework” that 
the agency and a suite of expert bodies started 
to formalize and apply in those years, faced as it 
was with massive controversies about the proper 
use of science, and suspicions about the distortion 
of evidence by political appointees (Demortain, 
2019). There was, in those years, an important 
kind of bureaucratic experience of what were 
the correct ways of coordinating scientists and 
decision-makers in the organization, across the 
boundary that separates or should separate them 
(Bijker et al., 2009). EPA’s specific bureaucratic 
knowledge also includes the notion that, in the 
presence of enduring uncertainties and disagree-
ments — uncertainties that no single method or 
discipline could lift — regulatory decisions would 
only seem objective if they were based on a set of 
converging expert judgments, a style of decision 
formation that was captured in the Delphi 
method, that inspired the people of the OTS. It 
covers the infrastructural knowledge of individual 
chemicals, of their uniqueness and mutual resem-
blances, accumulated in people who make up this 
“molecular” bureaucracy (Hepler-Smith 2019). 
Bureaucratic knowledge is, finally, the experience 
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of the credibility of this mode of making decisions 
in the interaction with audiences that evaluate 
the agency – scientists, courts and regulated busi-
nesses among others, as opposed to the making 
of decisions based on non-validated quantita-
tive models. Each of these elements demonstrate 
the existence of an autonomous bureaucratic 
knowledge of the people of the Office of Toxic 
Substances, that decisively influenced the inter-
pretation of the constraints posed by TSCA, and 
the capacities emerging from the scientific world, 
to give shape to, and anchor, an original and 
credible way of making structure-activity correla-
tions.

Conclusion 
In this paper, we have looked into a case of for-
malization of a kind of predictive knowledge in 
policy and regulatory practice. The main aspect of 
the history of the use of structure-activity thinking 
and predictions at the EPA is that it was a history 
of experimenting, ascertaining the value of this 
kind of knowledge for implementing a complex, 
challenging public program of reviewing hun-
dreds of substances at once. Structure-activity 
predictions at the EPA was a developing discipline 
throughout the period, only getting to validated 
models after applying a qualitative form of struc-
ture-activity method, and investing in the gradual 
development of a database of good enough qual-
ity to produce reliable, usable quantitative models 
in a not too distant future. 

Today, the development and use of models 
like structure-activity relationships in chemical 
regulation has become almost systematic. For 
many commentators, their adoption is the logical 
result of recent advances in biology and biotech-
nology, along with numerous controversies over 
the relevance of animal models (NRC, 2007). Such 
interpretations, however, fail to take into account 
the set of determinants that are necessary to make 
sticky epistemic and evidential cultures evolve in 
an organization faced with multiple constraints. It 
overlooks the particularity of this history: namely 
the fact that the EPA, as an organization that 
needs to forge credible demonstrations of the risk 
to convince audiences that are necessarily critical 
of its assessments and decisions, first opted more 

pragmatically for an evidential culture, in which 
prediction takes for the form of an analogical 
reasoning that helps define objects that can legiti-
mately be subjected to further review and investi-
gation. It approached the promises of predicting 
risks that underpin the development of quantita-
tive, computational models of toxicity with great 
caution.  

We have outlined a framework to analyze 
this particular case, expanding the coproduc-
tionist perspective to include an organizational 
component that seemed crucial to make sense 
of the particularity of this case: the fact that the 
change in the way of knowing and proving risks 
for regulatory decision, emerged from the capacity 
of the EPA to articulate a new method, adapted to 
its constraints, and in a sense to innovate. New 
methods and ways of proving the existence of 
a risk emerge as a new culture in a regulatory 
organization, if, first, a regulatory regime emerges 
in the environment that commands new practices 
and ways of making decisions. In the present case, 
the sub-regime of the new chemicals program, 
with its distinct and relatively weak criteria of 
decisions and demonstration, delimited a new 
space of regulatory work. Second, this culture 
will take form in the presence of a capacity to 
connect with the research environment to find 
methods that may respond to regulatory needs 
and uncertainties. Third, and perhaps most impor-
tantly, the methods that are chosen and the form 
they take – in this case, a qualitative form before 
a quantitative one – derives from the need to 
foster a mode of cognitive coordination in the 
agency. The knowledge that is incorporated in 
the agency must provide references of the risks 
and the uncertainties that various members of 
the decision process can share and build on, 
sequentially. In this case, we find no hierarchy of 
knowledge, or dominant standard of proof. No 
superiority is granted to modelling techniques or 
computational models, as a tool to handle uncer-
tainties and compensate for the limits of animal 
experiments. We see an articulation of evidences, 
invented in situ.

The particular historical case of predictive, 
structure-activity knowledge at EPA, teaches us 
something more general about future-oriented 
expertise. Foreknowledge, or in this case scientific 
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methods that claim to have a greater predictive 
power, is specific in this that its credibility is more 
difficult to establish. It is knowledge of uncertain, 
yet-to-come objects. Its credibility and value 
can only be established in the longer run, as and 
when these objects finally take form and make 
the demonstration of its relevance. As a form 
of knowledge that is both highly pertinent for 
policy-making, yet also less immediately authori-
tative than more realist knowledge, its produc-
tion depends on the autonomy of that a given 
organization can find, to be able to try, verify and 

evaluate different ways of making decisions. The 
paradox of predictive organizations is that of being 
under a lot of constraints, not least to have to face 
many uncertainties, and of having the capacity to 
gain autonomy from these constrains, to design 
forms of knowledge and decision-making. Ways of 
predicting risks emerge from what science allows 
and what the law requests, decisively mediated by 
the knowledge of how to coordinate people and 
their knowledge to produce a decision, in an at 
least partly autonomous agency.
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Notes
1 Disclaimer: the views expressed by Dr. Zeeman are those of the author and this article has not been 

reviewed by the U.S. EPA and it should not be considered to reflect the views or policy of the U.S. EPA.

2 This article is based on empirical research performed in the framework of the project INNOX - Innova-
tion in Expertise. Modeling and simulation as Tools of Governance, supported by the French Agence 
Nationale de la Recherche (Grant n°ANR-13-SOIN-0005), between 2014 and 2017, and coordinated by 
David Demortain (innox.fr).

3 For the last 40 years, the ‘gold standards’ of toxicological testing for humans have been the 13-week 
and the 2-year rodent bioassays along with other whole-animal studies (NTP, 2002).

4 The main use of QSAR modeling is performed within the pharmaceutical industry, as part of the early 
screening of candidate molecules or leads for toxicity problems. This aspect is outside the scope of this 
paper.

5 The level of certainty that is to be reached before one goes out making a claim or publishing something 
presented as true (see Collins, 1998).

6 As an example, we can cite an early EPA publication that introduced a QSAR model for estimating the 
LC50 for industrial alcohols, ethers, alkyl halides and benzene derivatives (EPA, 1981). At the heart of 
the model, one finds the following equation: Log 1= 1.17 + 0.94 log P, where log P is the logarithm of 
the n-octanol/water partition coefficient, the structure-related property of the chemical with which the 
toxicity in question (LC50, the concentrations of the chemical in air or water that kills 50% of the test 
animals during the observation period) is correlated. Running such a formula produces a numerical 
estimation of toxicity. Structure-activity theory allows inferring that a chemical that is the member of/
included in the class of substances for which the formula has been developed (similarity according to 
the chosen descriptor for constituting the class; in the above case log P or the n-octanol/water partition 
coefficient), is likely to have a similar level of toxicity.  

7 His equations summarizing structure-activity relationships are frequently nicknamed “Hansch 
equations”. Hansch and other chemists have developed these equations and pushed for their use in the 
pharmaceutical industry throughout the 1970s and 1980s, leading to a situation where pharmaceutical 
companies R&D departments now routinely have “computational drug design” units that collaborate 
with other groups such as toxicologists, who perform the initial tests of the toxicity and effects of a 
substance on animals.

8 The EPA is organized in offices. These offices are headed by an “assistant administrator” who, like the 
EPA Administrator, is a presidential appointee. There are two types of offices: programmatic offices, 
which are created to implement a particular act (on toxic chemicals; on air quality; on water quality; 
on pesticides; and so on); and non-programmatic offices or services, such as the office of the general 
counsel or the Office for Research and Development, which is basically the scientific arm of the agency. 
ORD counts several dozen laboratories and more than 500 staff. It develops science for programmatic 
offices, but also follows its own internally defined research programs. Coordination between program 
offices and the ORD, or the responsiveness of the latter to the needs of program offices, is a recurrent 
issue in the history of EPA (Powell, 1999).

9 Veith had a PhD in water chemistry from the University of Wisconsin. He joined the Environmental 
Research Laboratory of the EPA in 1972, developing work on bioaccumulation of chemicals and pesti-
cides in the environment. Veith did show some understanding of the specific goals and constraints 
of the regulatory work, specifically the needs and challenges of implementing the new chemicals 
program for the OTS, and of the need for applicability of methods in regulatory evaluation of products 
(as opposed to ever more refined and sophisticated methods and results) (Schultz, 2014).
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10 As of September 2010, the OTS had received a total of 50,449 submissions, more than the total number 
of substances included in the EU REACH program (EPA, 2015).

11 This means that they could in effect legally be manufactured. However, there was always a significant 
proportion of new chemicals that made it through the entire NCP PMN process, but that for a variety of 
reasons were apparently never actually manufactured (i.e., no notice of commencement of manufac-
ture was received by the EPA, and thus they were not put on the TSCA inventory as an existing chemical 
in commerce).

12 OTS, HERD and EEB no longer exist. OTS was renamed the Office of Pollution Prevention and Toxics 
(OPPT) in around 1992. The major reorganization of that office in 1997 resulted in the morphing of 
HERD into what became the Risk Assessment Division (RAD).

13 Source: interview with the authors. 

14 Source: interview with the authors.

15 On this, see Bradbury et al. 2015: “its usefulness in QSAR modelling can mainly be credited to the 
strategic approach taken in the development of the database. The express purpose of the fathead 
minnow database was to build relevant and reliable QSAR models based on data that covered a wide 
range of structure space and thereby a wide range of possible modes of toxicity. All toxicity tests were 
conducted in the same laboratory following standard test methods. Both the dilution water and fish 
used were from a single source. Chemicals used were of the highest purity, with all treatment concen-
trations measured under stringent data quality objectives. By controlling for these factors, variability in 
the test results was minimized and thereby increased confidence that variation in toxicity was related 
to variation in chemical structure and associated toxicological properties.” (Bradbury et al., 2015: 19)

16  There is a list of the 49 SARs in the OTS QSAR Manual (EPA, 1988: ix). Thirty-one (31) of them cite their 
“Source” as being developed by EEB scientists (Vincent Nabholz and/or Richard Clements, etc.), and 
four of them list their “Source” as publications of the laboratory of Gil Veith in ORD.

17 Source: interview with the authors.

18 Two manuals developed in 1984 and 1996 were never published.

19 There was a decrease of almost 40% in NCP funding and a decrease of about 33% in NCP staffing 
between 1990 and 1995, even though the number of PMNs received seemed to trend upward.

20 Previously called HERD

21 When one launches the ECOSAR program on a computer, a special warning appears in a window 
saying “it is a screening-level tool”, and that “Estimated values should not be used when experimental 
(measured) values are available”.

22 The New Chemicals program eventually managed to process dozens of thousands of PMN, but the 
most profitable chemicals were the existing ones, for which TSCA is often analyzed as a failed statute 
in terms of decisions actually made on controlling existing toxic chemicals (Vogel and Roberts, 2011; 
Boullier, 2019).
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Abstract
This paper discusses the kind of expert judgement demanded by the development of a particular 
class of models. It analyses the case of ‘Quantitative Structure-Activities Relationship’ (QSAR) models, 
used to predict the toxicity of chemical substances, for regulatory and other purposes. We analyse the 
production of these models, and attempts at standardizing them. We show that neither a technical nor 
a procedural standardization is possible. As a consequence, QSAR models cannot ground a production 
of knowledge along the lines of ‘mechanical objectivity’ or ‘regulatory objectivity’. Instead, QSAR 
models imply that expert judgement is situated, re-worked for each new case, and implies an active 
intervention of the individual expert. This has important consequences for risk governance based on 
models. It makes transparency a central concern. It also means that new asymmetries emerge, between 
companies developing sophisticated models and individual experts in regulatory agencies in charge of 
assessing these models.
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Article

Introduction
Computer simulation and computer modelling 
are being used to govern a growing share of social 
activities. A recent evolution has made computer 
models a tool for evaluating and controlling the 
health and environmental risks raised by chemi-
cals. Using statistical correlation, models would 
predict which chemicals are problematic, and 
complement other risk assessment methods such 
as in vitro or in vivo tests. In situations where scien-

tific uncertainty is present, models would provide 
additional scientific elements to ensure that regu-
latory decisions are appropriate. 

Described as such, it would be tempting to see 
models as ready-made scientific tools expected 
to provide objective descriptions of technical 
entities, for later use in regulatory settings. But 
what ‘objective’ means in this context is not self-
evident. Works in Science and Technology Studies 
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(STS) have shown that objectivity is manufactured 
in various ways, which differs across historical and 
regulatory contexts, and which directly impacts 
how expert judgment is conducted (Cambrosio 
et al., 2006; Cambrosio and Keating, 2009; Daston 
and Galison, 2007; Jasanoff, 2011). One of the 
important insights of STS works on objectivity 
is that the production of objective knowledge 
implies that the human subjects expected to 
produce or witness objective knowledge are 
shaped in particular ways. In regulatory settings, 
this means that the production of objective 
knowledge also defines the type of expert 
judgment at stake.

We follow this inspiration in this paper. We 
examine the use of models for regulatory purposes 
by analysing the expert judgment that it entails. 
We focus on models known as ‘Quantitative Struc-
ture-Activities Relationship’ (QSAR), designed 
to predict the toxicity of chemical substances. 
These models are based on statistical correla-
tions between a set of physicochemical descrip-
tors that characterize a substance (e.g. chemical 
composition, morphology, …) and its biological 
activity, including its potential toxicity. In other 
words, QSAR models are based on the hypothesis 
that relevant knowledge regarding the toxicity 
of a chemical can be inferred from its structure. 
Diverse actors are developing QSAR models and 
produce a multiplicity of different QSAR models 
for different purposes (Lo Piparo and Worth, 2010). 
They thus embody the diversity and complexity of 
foreknowledge used in policy. Like other models 
in various technical areas, QSAR models are used 
by policy-makers to inform regulatory decisions. 
And like other models, they raise a series of uncer-
tainties that have political consequences (see e.g. 
Edwards, 1999, 2010 about climate modelling). 

Our objective in this paper is to analyse the 
political issues raised by QSAR models, particularly 
focusing on the ways by which they challenge the 
practice of public expertise. We argue that QSAR 
models are empirical entry points to reflect on risk 
governance based on models, and in particular 
the type of expert judgment that this approach 
entails. We demonstrate that the expert judgment 
that these models require cannot be tied to the 
use of ready-made technical tools providing 
stable scientific evaluations (as in situations of 

‘mechanical objectivity’, see Daston and Galison, 
2007), nor to procedures and standards framing 
the appropriate mode of action (as in situations 
of ‘regulatory objectivity’, see Cambrosio and 
Keating, 2009). Instead, QSAR models imply that 
expert judgement is situated, re-worked for each 
new case, and implies an active intervention of 
the individual expert. This has important conse-
quences for risk governance based on models. 
It makes transparency a central concern. It also 
means that new asymmetries emerge, between 
companies developing sophisticated models 
and individual experts in regulatory agencies in 
charge of assessing these models. 

Echoing Boullier, Demortain and Zeeman 
who look at the beginnings of QSAR modelling 
in chemicals regulation at the US Environmental 
Protection Agency (Boullier et al., 2019), our 
focus is on European institutions, and how they 
use or plan to use QSAR models for the regula-
tion of chemicals, possibly by using international 
standards. Chemicals are regulated in Europe 
within the REACH regulation (Registration, Evalu-
ation, Authorization and Restriction of Chemicals; 
see European Commission, 2006). Within this 
framework, companies have to demonstrate 
to public expert bodies that they are able to 
evaluate and manage the risks of the substances 
they produce. This requirement results in a large 
number of toxicological tests. The use of computa-
tional models could appear as a means to mitigate 
this trend. 

Following an approach undertaken by scholars 
who have examined the use of models in policy 
arenas (Edwards, 1999; Heaphy, 2015; Fisher et al., 
2010), we examine the making of QSAR models 
and the debates about them in European institu-
tions, as well as in the Organisation for Economic 
Cooperation and Development (OECD) where 
such discussions are held and European actors are 
involved. We base our reflection on three sets of 
empirical material. First, we use observations from 
a research project that developed QSAR models 
for nanomaterials. This research project involved 
material scientists and toxicologists, and was 
conceived as a demonstration of the interest of the 
QSAR approach for regulatory purposes. We were 
involved in the project for a year in 2014-20151. 
We observed research meetings and conducted 
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interviews with the leaders of the toxicology 
and materials science teams, as well as with the 
post-doc researcher and the engineer involved. 
Second, we examine standardization attempts at 
the OECD, which were expected to help public 
bodies evaluate the use of QSAR models by 
private companies. We use the OECD literature on 
the topic, as well as two interviews with partici-
pants in the OECD working groups. Third, we build 
on five interviews with experts working in public 
organisations in charge of evaluating what private 
companies submit to register the chemicals they 
produce within the REACH framework. We use 
this qualitative empirical material to infer how 
QSAR models are expected to function with risk 
governance frameworks. Taking inspiration from 
Science and Technology Studies (Jasanoff, 2004), 
we discuss the type of technical knowledge that 
QSAR models are expected to provide, and the 
expert judgment that this knowledge requires. 

The progression of our argument mirrors the 
list of our empirical sites. First, we situate our 
approach in a more general debate about expert 
judgement. We then examine the practices of 
QSAR model-making and elaborate further about 
QSAR models as outcomes of trial-and-error 
processes, unfit for reaching definitive closure, as 
indicate the efforts coordinated by the OECD in 
order to standardize processes of validation. We 
then analyse the “QSAR toolbox” developed by 
the OECD. The toolbox provides an evolving and 
flexible tool amenable to public experts uses and 
appropriations. Lastly, we finish by analysing the 
consequences of the previous considerations for 
the works of experts working in public agencies in 
charge of evaluating the use of QSAR models. We 
show that QSAR models require expert judgment 
to be defined in situated ways, and that this situ-
atedness makes transparency a key component of 
the risk governance framework, in turn producing 
new asymmetries between public bodies and 
private companies.

 

Expert judgment and the 
problem of QSAR models
Risk governance relies on the ability of public 
institutions to mobilize technical expertise for 
decision-making. Expertise has been famously 

problematized by Sheila Jasanoff (2005) as a 
‘three-body problem’, in that its legitimacy is the 
outcome of a subtle articulation between a pub-
lic body organized to deliver expertise, a body of 
knowledge stable enough to provide grounded 
facts, and the body of the expert as an individual 
expected to provide consequential advice (Jasa-
noff, 2005). This perspective shows that the form 
of this articulation may vary. Throughout Jasa-
noff’s works, the American case appears as a par-
ticularly interesting illustration of the importance 
of the ‘view from nowhere’ in defining expert 
legitimacy. The ‘view from nowhere’ points to 
the set of mechanisms whereby expert advice is 
disconnected from the particularities of its condi-
tions of production, whether related to situated 
technical choices or to the individualities of the 
experts themselves. 

Problematizing expertise as the outcome of a 
view from nowhere has consequences for both 
the organization of public institutions and the 
type of expert judgment. First, it implies that risk 
assessment (as an outcome of expert judgment) is 
carefully separated from risk management (where 
decisions can be related to particular decision-
makers and political stakes). Second, experts 
ground the legitimacy of their interventions on 
their ability to ensure a form of ‘mechanical objec-
tivity’ (Daston and Galison, 2007) whereby instru-
ments can stabilize descriptions of the technical 
world purified from human intervention. Despite 
this importance in the organization of American 
expert bodies, this configuration is only painfully 
and temporarily stabilized, as regulators them-
selves acknowledge the inter-relatedness of 
risk assessment and risk management, experts’ 
political motivations are questioned, and the 
very ability to operate the view from nowhere in 
practice is questioned (Hilgartner, 2002; Jasanoff, 
1990). When expert judgment is framed as the 
outcome of the view from nowhere, experts are 
expected to disappear behind the instruments 
they mobilize. Mechanical objectivity relies on 
instruments that can travel in a stable way, and 
ensure robust fact-making because of their 
stability. As such, they are black-boxes in the 
Latourian sense (Latour, 1987). This does not mean 
that experts as human beings are no longer indi-
viduals on their own, but that public institutions 
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define the legitimacy of their interventions in their 
ability to make their selves independent from the 
production of facts.  

The debates about European expertise can be 
read as a variation on the three-body problem 
of expert legitimacy. They display a pervasive 
tension between attempts at reproducing the 
‘view from nowhere’ and the political negotia-
tions at the heart of the European regulation of 
technical objects. Thus, when European institu-
tions responded to food crisis by the creation of 
a centralized expert body (the European Food 
Safety Authority) expected to operate indepen-
dently from political pressure (Demortain, 2009), 
they were caught in pervasive tensions about 
whether or not the experts of the agency were 
actually free from private interests (Vos, 2000), 
and about whether the agency could provide 
technical advice expected to ground decisions for 
all member states (Wickson and Wynne, 2012). The 
difficulties that an expertise body such as EFSA has 
encountered can be interpreted as outcomes of a 
pervasive tension within the European expertise 
institutions. In the European context, manufac-
turing expert judgment is directly connected with 
the negotiations between member states and 
stakeholders (see: Saurugger, 2002). This makes 
the call to reproduce the ‘view from nowhere’ 
highly problematic, since this configuration might 
neglect the specificities of the European political 
landscape and modes of negotiation.

The case of chemicals however seems to 
provide an illustration of a successful stabilization 
of European expertise. Within the REACH regu-
lation, the European regulation of chemicals is 
based on the coordinated action of the European 
Chemicals Agency (ECHA) and national expert 
bodies, the former acts as a centralizing body able 
to leave room for national variations (Boullier, 
2016). Techniques through which assessments 
can be conducted in uncontroversial ways are 
therefore even more important. Some of them 
are procedural (as registration dossiers codified 
in European regulations), while others are based 
on standardization. Examples of the latter include 
the methods described in the technical guides 
published by the ECHA to help operationalize 
REACH, and standardized testing methodologies 
produced by the OECD, intended to be technical 

tools neatly distinguished from the regulatory 
choices that sovereign members of the interna-
tional organizations might make (Salzman, 2005: 
203). 

For all their diversity, these tools have a similar 
role in the REACH risk governance framework, 
namely to provide the European experts with 
stabilized tools able to ensure the technical 
validity of risk assessment as they examine regis-
tration dossiers for chemicals. They serve as instru-
ments through which experts working at ECHA 
can evaluate the dossiers submitted by private 
companies as they ask to register the substances 
they produce. These tools are expected to ensure 
that the outcome of expert advice only depends 
on the instruments being used and not on the 
individuality of the expert conducting the evalu-
ation. Eventually, they allow these experts to 
separate the technical phase of risk assessment 
from the political phase of risk management.

QSAR models have been promoted by regu-
latory agencies for over twenty years, but have 
recently gained momentum in Europe, in the 
wake of the REACH regulation. As the regulation 
on chemicals is becoming more constraining 
for private companies, usual experimental 
approaches raise many concerns. Testing methods 
are lengthy, costly and often require animal 
testing. REACH is gradually extended to larger 
families of materials, which implies that even 
more tests need to be performed to ensure that 
chemicals can circulate on the European markets. 
In this context, QSAR models could appear as 
an alternative. They could provide knowledge 
about the potential risks of a given substance 
without conducting any test. In practice, this 
means that a company wishing to register a new 
substance could argue, based on models, that this 
very substance has a risk profile similar to other 
substances already registered.

Models could provide an additional resource 
for European expertise to ensure its technical 
validity, and its ability to be distinguished from 
regulatory decisions. However, the ECHA experts 
do not present QSAR models as technical black 
boxes that could ground a mechanical objec-
tivity expected to make subjective interventions 
disappear. Consider the ways in which ECHA 
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presents QSAR models in one of its ‘guidance 
documents’:

The process of (Q)SAR acceptance under REACH 
will involve initial acceptance by industry and 
subsequent evaluation by the authorities, on a 
case-by-case basis. It is not foreseen that there will 
be a formal adoption process, in the same way that 
test methods are currently adopted in the EU and 
OECD. In other words, it is not foreseen that there 
will be an official, legally binding list of (Q)SAR 
methods. (ECHA, 2008: 27)

The contrast with the OECD tests is interesting 
since the latter are a good illustration of inter-
nationally agreed-upon methods that can act as 
resources for the technical validity of the assess-
ment. By contrast, in regulatory decision mak-
ing, QSAR models cannot be seen as ready-made 
instruments with unambiguous consensus on 
their scientific validity. 

The ECHA (2008: 26-27) document quoted 
above states that the “use of (Q)SAR predictions in 
an automatic way” is “not recommended”. Instead, 
it asks experts to consider “validation results, regu-
latory purpose and use of weight of evidence” 
(ECHA, 2008: 26-27). Rather than offering ready-
made instruments providing scientific evidence 
for the technical phase of risk governance, inde-
pendently from particular regulatory choices, 
QSAR models seem to be far from universal 
acceptance, and to be effectively tied to particular 
regulatory considerations. The specialists of QSAR 
modelling whom we met concurred. Many of 
them saw QSAR models as tools for conducting 
a preliminary selection of potentially problem-
atic substances (or “screening,” as they would say), 
while being extremely wary of a potential use that 
would go beyond providing additional evidence 
to that produced through standardized testing.

Thus, when discussing the use of QSAR models 
within the ECHA, specialists of the methods 
explain that:  

Under the coordination of the Chemicals Agency, 
the regulatory bodies in the EU will then make 
case-by-case decisions on the acceptability of any 
(Q)SAR models and estimates used, taking into 
account the regulatory context and the availability 
of other information. (Worth et al., 2007: 116)

Such wording seems to imply that QSAR methods 
are not expected to become black-boxes ready 
to be used as proof- making devices, but are tied 
to local conditions of use. This, we contend, pre-
vents expert judgment from relying on a form of 
mechanical objectivity, and entails new political 
challenges, in terms of the identity of the actors 
involved in risk governance, the possibility of pub-
licly controlling them, and the nature of public 
proof. To understand these challenges, we need 
to demonstrate that the impossibility to black-box 
QSAR models is not a mere incidental and prelimi-
nary situation before their eventual stabilization, 
but part of their very nature, and of what makes 
them of interest to industrial producers and pub-
lic experts in the first place. To do so, we need to 
delve into the mechanisms of model-making. This 
requires that we temporarily leave the world of 
experts working in public agencies such as ECHA 
and follow other actors, namely specialists in 
materials science, toxicology and computer sci-
ence as they attempt to craft QSAR models. 

 

Unstable categories, 
unstable models
QSAR models are based on statistical cor-
relations between a set of physicochemical 
descriptors which characterize a substance (e.g. 
chemical composition, morphology…) and its bio-
logical activity, which includes its potential toxic-
ity. In other words, QSAR models are based on the 
hypothesis that relevant knowledge regarding the 
toxicity of a chemical can be inferred from its very 
structure. QSAR models are developed using a lim-
ited number of substances that serve as reference 
points, so that the properties of other chemicals 
could later be predicted by the model, according 
to their proximities to the reference points. 

One of the main interests of QSAR models 
for regulatory purposes lies in their ability to 
re-group chemicals across existing categories 
and according to similar structure-activity profile. 
Instead of the existing classifications (such as 
those based on substances’ atomic compositions), 
substances would be grouped according to their 
hazard profile. A telling illustration of this point is 
the case of nanomaterials. 
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Attempts at regulating nanomaterials within 
the European institutions have been caught in 
a tension between two opposite approaches 
(Laurent, 2017). On the one hand, the European 
Commission argues for a case-by-case approach 
to deal with nanomaterials. In this approach, 
nanomaterials could be gathered in broad cate-
gories (carbon nanotubes, titanium dioxide, etc.) 
each of them further broken down into smaller 
ones (e.g. single-walled and double-walled 
nanotubes, rigid single-walled and flexible sing-
walled nanotubes…). On the other hand, other 
regulatory actors criticize this approach for failing 
to stabilize categories necessary for constraining 
legal interventions, such as labelling or control. 
The European Parliament added an amendment 
to the 2011 cosmetic regulation which introduced 
mandatory labelling of cosmetics containing 
nanomaterials. In 2012, France became the first 
country to introduce a mandatory declaration of 
nanomaterials. These initiatives require that new 
definitions be introduced in regulatory texts. 
In these regulatory texts, nanomaterials were 
defined using a size limit (set between 1 and 
100nm), which could only partly account for the 
possibility of additional hazard. The antagonism 
between the two approaches can be summed 
up as follows: while the former tends to propose 
an endless subdivision of ever more refined 
categories (at the price of the postponement of 
regulatory decision), the latter is based on the 
construction of general categories, technically 
imperfect, and possibly arbitrary.

QSAR models can be seen as a way of escaping 
this quandary. Scientists propose to use QSAR 
model for nanomaterials, so as to group them in 
relation to the similarity of different substances’ 
risk profiles. By defining “profiles” of risk more 
precisely, it would become possible to generate 
new categories. One could group together 
substances based on physical or chemical descrip-
tors (e.g. their shapes), and associated expected 
properties (including those linked with toxicity). 
Accordingly, QSAR methods would provide a 
tool to group chemicals according to common 
characteristics that would generate similar phys-
icochemical properties – including those linked 
to potential hazards, i.e. the properties that 
are particularly interesting from a regulatory 
viewpoint. As such, these methods offer ways of 

grouping chemicals without either constantly 
separating them in new categories or creating 
general and arbitrary criteria.

How is it then possible to group chemicals 
according to common characteristics correlated 
with similar properties, including above all toxico-
logical properties? The process we observed when 
studying scientists developing QSAR for nanoma-
terials comprised: 

• the choice of a set of reference substances (in 
the project we observed, as many as 45 differ-
ent nano-substances, belonging to different 
chemical families such as Zinc oxides, Nickel 
oxides, or Boehmite);

• the definition of a list of “descriptors” such as 
the morphology (shape) or the size of chosen 
compounds, whether they come in filaments, 
aggregates, etc.;

• the definition of a list of “endpoints” linked 
to experimental test data on cell cultures in 
the laboratory, mostly so as to predict rates of 
reproduction or cell defects;

• the production of statistical correlations 
between descriptors and endpoints, which 
led to the refining of both lists.

New groups of chemicals could then be consti-
tuted according to their similarities in terms of 
their structures (descriptors) and correlated activ-
ity (endpoints).

The challenge, here, is to avoid two opposite 
problems. The first one is called over-fitting by 
QSAR specialists. It means that the model is so 
tailored to the substances being used to construct 
it that it is unable to provide any significant infor-
mation about any other substance. In a case of 
over-fitting, any substance that is different from 
those used to produce the statistical correlation 
would be too different for the model to perform. 
In order to avoid over-fitting, QSAR specialists 
need to build statistical correlations that are not 
too accurate, in order for the model to be usable 
for new entry data. Over-fitting requires that one 
use a limited number of descriptors so that other 
chemicals can fit within the model. Yet this raises 
a second problem, namely that of using too few 
descriptors for the model to build significant 
statistical correlation, i.e. under-fitting. For a corre-
lation to arise, one needs a minimal number of 
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descriptors, various enough for statistical relation-
ships to emerge.

Avoiding the problem of over-fitting and that 
of under-fitting requires that QSAR practitioners 
proceed with caution. The following discus-
sion (between A, B and C, three members of the 
research project we observed) is about whether or 
not to quantify the shape of the substances being 
used to build the model, and then about what 
criteria to select in order to differentiate among 
substances:

A. Descriptors are not all quantitative… how will 
we do for the shape of substances? 

B. So far, what I’ve done is that I have typed 
the number for each dimension. So if I see 
“first dimension equals 6”; “second dimen-
sion equals 6”; “third dimension equals 300”, I 
know that it’s a little stick, shaped as a cylinder. 
(…) Because all our particles have cylindrical 
symmetry.

A. But you could also do, “if it’s a sphere then 1”, 
“if it’s a cylinder 2”, “3 is a lump”, etc.

B. Right, I could separate among all those… Well, 
what we need to differentiate is among those 
that are agglomerated or not. (…) There are 
three or four shapes that we feel like separat-
ing, when looking at the pictures.

C. We could differentiate among 4 types: iso-
tropic isolated nanoparticles, isolated sticks, 
isolated bars, and formed aggregates. (…)

A. Then there is an ambiguity with boehmite, 
because boehmite is really bars. But we see 
sticks, because the bars are superposing them-
selves – like tiles. Somehow it’s bars and sticks 
in the same time.

B. Yeah right, you could do both… but then the 
question is “what does the cell see?”. And for 
me, the cell sees sticks. (…) We just take the sit-
uation according to the cellular cell, and then 
it’s not bars. I agree that for a chemist, it’s bars. 

C. What the chemist sees, and what the biologist 
sees…

B. But there’s no truth in itself here, we choose 
descriptors from the viewpoint of the cell…

C. That’s why when you look at the OECD descrip-
tors, some of them are from the viewpoint of 
the environment, or from the viewpoint of the 
river.

This somewhat long dialogue offers a window 
into the practical process through which devel-
opers of QSAR models choose descriptors. Here, 
the descriptors being discussed are related to 
the “shape” of the substances, and what various 
shapes scientists “feel like separating” from one 
another, so that a substance on which the model 
will be used will be described as “particles”, “bars”, 
or “aggregates”… Then the question relates to the 
number and type of these descriptors of shape. 

Two remarks follow from there. First, we can 
see in this exchange that isolating descriptors is 
a process based on a variety of inputs, including 
references to guidelines produced by international 
organizations (here, the OECD), considerations 
about what will make a difference in toxicolog-
ical effects, and expectations about the potential 
effects on potential endpoints. Second, the 
choice of descriptors is tightly connected to the 
choice of endpoints. The later part of the dialogue 
above is about the “viewpoint of the cell”, “the 
environment” or “the river”. If the endpoint is cell 
toxicity (as it is in the previous excerpt), then the 
descriptor has to be chosen “from the viewpoint 
of the cell”. If the endpoint is aquatic toxicity, then 
the viewpoint will be that of the river. Accord-
ingly, the choice of appropriate descriptors is 
tightly connected to the potential endpoints one 
needs the model to provide, themselves directly 
related to regulatory constraints (are the required 
tests related to cell toxicity? Or to environmental 
toxicity in aquatic environment?). 

Therefore, the list of descriptors might signifi-
cantly vary among QSAR models. In this respect, 
there is a fundamental uncertainty about the 
appropriate choice of descriptors, and, conse-
quently, about the categories emerging from the 
grouping of substances according to descriptors. 
There is no such thing as “the best” category, but 
rather a trade-off between different descriptors 
and the importance granted to various criteria. 
Getting back to the dialogue above, the project 
might lead to group substances according to their 
shapes as “bars” or “sticks”, yet will only do so in the 
context of an inquiry on cell toxicity.

This snapshot is only a glimpse into how QSAR 
models are produced in practice. One could 
provide other examples, related not to the choice 
of descriptors, but also to that of endpoints, or 

Science & Technology Studies 32(4)



165

that of reference substances themselves. Even-
tually, the calculation of statistical correlations 
between descriptors and endpoints is itself an 
iterative process. The person in charge of calcu-
lating the statistical correlation between the 
descriptors and endpoints in the research project 
that we observed explained during an interview 
that the process of building statistical correlation 
(that is, the model itself ) was characterized by 
“trials and errors” (she used this expression). If she 
observed “no answer” from a series of descriptors, 
that is, that they did not impact the value of the 
endpoints in statistically significant ways, then she 
would deduce that they were not relevant. She 
would eliminate them, thereby reducing an initial 
long list to just a few parameters. 

These considerations show that the practices 
of QSAR modelling are not stabilized, but partly 
re-invented for each dataset of chemicals used 
to build models. For QSAR practitioners, the 
objective is to build models accurate enough. 
To do so, these practitioners process by trial and 
error, concerning the list of descriptors, the list of 
endpoints, and the calculation of statistical corre-
lations. Thus, in QSAR modelling, accuracy is nego-
tiated. As sociologists of science and technology 
have demonstrated, constructing accuracy is part 
and parcel of the making of technological systems, 
and impacts on / is impacted by the larger choices 
about their objectives and modes of functioning 
(MacKenzie, 1993). In this particular case, accuracy 
is negotiated in a way that never aims to construct 
the model as a settled entity. Models need to be 
accurate, yet not too accurate.

This characteristic might result from a more 
general feature of models based on the identi-
fication of statistical correlations, as opposed to 
models based on the application of general laws 
of physics or chemistry. Yet in the case of QSAR, 
they point to particular regulatory issues. This 
helps to explain the connection between the 
use of QSAR and considerations related to the 
‘regulatory context’ that was drawn by European 
actors commenting on the use of this method. 
Constituting groups of chemicals with similar risk 
profiles depends on the choice of descriptors and 
endpoints, the latter being directly tied to regu-
latory priorities (e.g. aquatic toxicity for certain 
animal species). Eventually, various choices of 

descriptors and endpoints might lead to the 
crafting of various groups of chemicals, each of 
them tied to certain models. The possibility of 
re-defining the perimeters of the categories that 
bring chemicals together is precisely what makes 
QSAR models interesting in cases such as nano-
materials where substances are not covered by 
existing regulatory categories. But this also means 
that QSAR models and the group of chemicals on 
which they are expected to be applied are consti-
tuted in the same movement, and that, conse-
quently, the former cannot easily be disentangled 
from the latter.

A procedural standardization?  
The standardization of models expected to be 
used for regulatory purposes is a daunting task. 
Standards for experimental test methods are 
developed at the Organisation for Economic 
Cooperation and Development (OECD) and used 
in the European regulatory bodies. But QSAR mod-
els raise practical difficulties for standardization. 
How, for example, to define in advance the list of 
descriptors and endpoints without compromising 
the trial-and-error process that is at the heart of 
the construction of QSAR models? We begin here 
to understand the difficulty with which we started 
our exploration of QSAR models in European reg-
ulatory bodies. If the European Chemical Agency 
does not envision “a formal adoption process, 
in the same way that test methods are currently 
adopted in the EU and OECD” (ECHA, 2008: 27, see 
above), it might well be because of the situated-
ness of the elaboration of QSAR models. 

Yet the regulation of technological innova-
tion provides numerous examples of standardi-
zation and/or regulatory interventions that are 
designed for their ability to cope with the local 
adaptation of technical tools. Commenting on 
such processes, Cambrosio and Keating (2009) 
speak of ‘regulatory objectivity’. By contrast with 
‘mechanical objectivity’ (Daston and Galison, 
2007), based on stable technical instruments, 
‘regulatory objectivity’ refers to situations within 
which public and private institutions need to 
agree on procedures according to which various 
regulatory entities can be crafted. Regulatory 
objectivity “consistently results in the production 
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of conventions, sometimes tacit and unintentional 
but most often arrived at through concerted 
programs of collective action” (Cambrosio et 
al., 2006: 190). Describing various standardiza-
tion and/or regulatory interventions related to 
biomedicine, Cambrosio and Keating analyse the 
ways in which public and private actors coordi-
nate in order to produce procedural instruments 
(‘conventions’ or ‘protocols’) allowing them to 
stabilize the use of technological tools that might 
otherwise vary across the local sites where they 
are applied. Cambrosio and Keating point to a 
configuration whereby expert judgment may rely 
on stable tools: where there is no technical black-
boxes (e.g. a testing method), then at least a set 
of agreed principles offers common references 
for experts to base their actions on. Thus, even 
if the diversity of QSAR models prevents them 
from being used as stable instruments that would 
ensure the production of mechanical objectivity, a 
procedural approach could be seen as an answer. 
Since the expert judgment about the hazards of a 
substance implies a judgment about the validity 
of the QSAR model being used, then standard-
ized procedures for crafting valid models could 
be valuable resources. Would an approach based 
on the standardization of procedures offer a path 
forwards for experts working in public agencies to 
use QSAR models?

This directly echoes some of the propositions 
made at the OECD, where the significant variation 
of QSAR uses across countries was tied to an issue 
of harmonization:

The regulatory use of (…) (Q)SARs varies 
considerably among OECD member countries, and 
even between different agencies within the same 
member country. This is partly due to different 
regulatory frameworks, which impose different 
requirements and work under different constraints, 
but also because an internationally harmonised 
conceptual framework for assessing (Q)SARs has 
been lacking. The lack of such a framework led 
to the widespread recognition of the need for 
an internationally-agreed set of principles for 
(Q)SAR validation. The development of a set of 
agreed principles was considered important, not 
only to provide regulatory bodies with a scientific 
basis for making decisions on the acceptability 
(or otherwise) of data generated by (Q)SARs, but 

also to promote the mutual acceptance of (Q)
SAR models by improving the transparency and 
consistency of QSAR reporting. (OECD, 2007: 15)

In this quote, “the development of a set of agreed 
principles” can be read in the terms of regulatory 
objectivity. It proposes international coordina-
tion for producing conventions. Within the inter-
national organization, this objective is directly 
connected to a boundary work, between interna-
tionally harmonized procedures that could guar-
antee the validity of the modelling approach, and 
the technical content of the model, which could 
be adapted to local situations according to regula-
tory choices (Thoreau, 2016). The task of the inter-
national organization, here, is to define generic 
principles of use, defined in such ways that they 
do not cross the perimeter of states’ regulatory 
choices. Distinguishing international principles 
from (nationally-produced) technical content 
is both a way of standardizing QSAR models 
through conventions and ensuring international 
agreement without delving into potentially con-
tentious regulatory choices. 

The principles that the OECD released were the 
following: 

To facilitate the consideration of a (Q)SAR 
model for regulatory purposes, it should be 
associated with the following information:
1.  a defined endpoint;
2.  an unambiguous algorithm;
3.  a defined domain of applicability;
4.  appropriate measures of goodness-of-fit, 

robustness and predictability;
5.  a mechanistic interpretation, if possible 

(OECD, 2007: 14).

These guidelines offered a way of ensuring inter-
national agreement about QSAR validation pro-
cesses. Yet these principles had to do so without 
entering the domain of regulation, which is that of 
sovereign policy choices, and outside the scope of 
OECD intervention. Thus, instead of stating which 
endpoints or which algorithms should be used 
(choices potentially related to regulatory deci-
sions), the guidelines stated that the two had to 
be identified in unambiguous ways. For the OECD 
intervention to be acceptable, QSAR validation 
principles had to be framed in a very general way. 
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The attempt to craft principles according 
to which the quality of QSAR models could be 
assessed is directly connected to a crucial issue 
for model-making, namely validation. Validating a 
model is both a technical task, tied to the scien-
tific value of the model, and a political one, as 
it must be decided whether or not the model is 
robust enough to ground policy action (Edwards, 
1999). While the OECD principles only considered 
the validation of QSAR models in general terms 
so that the international organization would not 
enter the perimeter of states’ regulatory actions, 
the European institutions undertook an explicit 
reflection about whether and how QSAR models 
could be validated. 

Validating QSAR models can be carried out 
by processing the data that have been used 
to construct the statistical correlations (this is 
described as “internal validation”), or other data 
(e.g. chemicals of known risks, on which the 
model will be run, and its predictions checked 
against the known risks of the tested chemicals). 
The latter approach is called “external validation” 
and is deemed more robust for regulatory choice 
by QSAR specialists (Gramatica, 2007). Yet external 
validation also requires additional data, and 
additional testing to check whether the predic-
tions according to the model are correct, and yet 
another validation process for the choice and use 
of these additional data.

Considering the diversity and permanent 
evolution of statistical tools, Andrew Worth, QSAR 
specialist and Senior Scientific Officer at the Joint 
Research Centre (JRC) of the European Commis-
sion, concludes that the validity of a given model 
cannot be “set in stone”:

There should be nothing to fear from this 
process, since no conclusion on the validity 
of an experimental test or a (Q)SAR model is 
ever set permanently in stone — scientific and 
technical developments should always be taken 
into account. The question will always be when 
should the validity of a (Q)SAR (or a test method) 
be reviewed, either due to an adaptation of the 
model (test) itself, or because a new assessment 
(e.g. statistical) method is developed, or because 
new information (e.g., test data) becomes available. 
(Worth et al., 2004: 356)

In practical terms, this means that the standardi-
zation of validation processes can only take the 
form of general principles, leaving the practi-
cal conduct of validation to the particularities of 
the regulatory and technical situations at stake. 
Depending on the type of chemicals and models, 
internal or external validation processes will be 
used, and in ways that will differ from one case to 
the next. Thus, QSAR practitioners and regulators 
need to re-examine the appropriate validation 
methods for each new situation. 

Situated expert judgment 
and the QSAR toolbox
Validation processes can only take the form of 
general prescriptions. This makes it impossible 
to consider QSAR models as stable black-boxes 
that could circulate straightforwardly across vari-
ous domains of application. This does not mean 
that standardization is impossible, but that this 
standardization cannot take the form of techni-
cal harmonization (if, for instance, descriptors or 
endpoints were predefined) or procedural harmo-
nization (if widely applicable validation principles 
were identified). Both types of harmonization 
(technical and procedural) require a certain stabil-
ity of the technology being standardized, whether 
a stable instrument turned into a black-box circu-
lates across various sites of application, or stable 
principles define procedures expected to be gen-
erally applicable. This means that QSAR models 
cannot be grounded on mechanical objectivity 
and the accompanying ‘view from nowhere’, or 
on regulatory objectivity and the coordinated 
approach on which it relies. How then can we 
understand the type of expert judgment at play 
when QSAR models are used? Another OECD ini-
tiative, the “QSAR toolbox” developed in partner-
ship with the European Chemical Agency (ECHA), 
can help us to understand how experts working in 
public agencies are expected to use QSAR models. 

Developed at the OECD and supported by 
ECHA since 2008, the QSAR toolbox is a free 
software application designed to “identify and fill 
(eco)toxicological data gaps for chemicals hazard 
assessment” (ECHA, 2011). It is intended to be 
used by private companies seeking to evaluate the 
hazard of the substances they produce, by experts 
working in public agencies and in charge of eval-
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uating companies’ propositions, and by other 
stakeholders2. Contrary to what its name seems 
to indicate, the QSAR toolbox does not provide a 
ready-made QSAR model fit for application on any 
given chemical. Rather, it brings together:
• databases with results from experimental 

studies;
• accumulated knowledge for structural char-

acteristics (alerts) that can indicate the pres-
ence of hazards and other properties, and

• tools to estimate missing experimental values 
by read-across, by trend analysis (i.e. inter-
polating [preferred] or extrapolating from a 
trend [increasing, decreasing, or constant] 
from tested to untested chemicals within a 
category) and/or by (Q)SAR models. (ECHA, 
2011)

Thus, QSAR models are one component of a 
more general platform. This platform is fed with 
experimental data, some of which are related to 
the physical causality between “structural char-
acteristics” and hazards (second bullet point in 
the previous quote), and comprise modelling 
tools, some quantitative (as QSAR models are), 
and others based on statistical approaches that 
do not use quantitative predictive modelling. An 
example of the latter in the quote above is “read-
across”, which consists in using available empiri-
cal data to estimate the missing ones. The QSAR 
toolbox does not attempt to deliver ready-made 
risk assessments for a user (whether a regulator or 
a scientist) eager to know the toxicity of a given 
chemical. Rather, it offers a way “to systematically 
group chemicals into categories according to the 
presence or potency of a particular effect for all 
members of the category.” (ECHA, 2011). “A par-
ticular effect” relates here to the particular end-
point that the user might want to test, and which 
requires the mobilization of various experimental 
data and instruments, comprising QSAR models 
and other, non-quantified, statistical tools. 

Rather than providing a neatly defined quan-
titative instrument to which the technical task 
of risk assessment could be delegated straight-
forwardly, the QSAR toolbox is a platform that 
demands a reflective and cautious intervention 
by users, as they work on its many components 
to gather a set of indications about whether a 

chemical could be grouped with others, and how 
so. The OECD (2007: 92) gives the example of 
choosing a “no-observed-effect” as an endpoint. 
It asserts that while such a level may be relevant 
for policy-making purposes, it may as well be 
irrelevant for the purpose of generating scientific 
knowledge, i.e. “referring to a specific effect within 
a specific tissue/organ under specified conditions” 
(OECD, 2007: 92). One sees here that an active 
uptake about the very purpose of choosing the 
endpoint will affect its relevance.

Thus, the QSAR toolbox can only be used by 
an informed user, who has particular regulatory 
objectives in mind. This informed user is able to 
identify the scope of the evidence provided, and 
its limitations. This means that the QSAR toolbox 
can in no way be mobilized as a black-boxed 
instrument that could be used without opening 
up its inner mechanism. It follows that the concern 
for the transparency of the platform is constant 
among both the designers and users of the QSAR 
toolbox. Allowing regulators to access the char-
acteristics of databases has become a necessary 
condition for the platform to function, as an OECD 
official told us during an interview:

What we’re also going to develop in the new 
version is to have a kind of reliability score related 
to the database and the profile so that at least 
they are all well documented. (...) we are very 
transparent on how these databases or profiles 
are constructed, what kind of chemicals have 
been used to develop – which are included in the 
database. So, if you go to the Toolbox, you also 
have an “about” section. You select a database 
and click on the “about” section then you will get 
information on the database. (interview, OECD)

Being transparent about the toolbox is about 
making its inner mechanism visible. It is also about 
making it possible for users to contribute, by pro-
viding new experimental data that could refine 
the existing correlations. The toolbox is indeed 
designed to be fed on an on-going basis with new 
experimental data and refined statistical correla-
tions. Such a development implies enrolling more 
and more users, so as to ensure both the collective 
legitimacy and the technical validity of the instru-
ment. This enrolment process is driven by the con-
stitutive process of the toolbox itself as depicted 
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above. It follows that it cannot be considered as 
a mere “beta testing” phase after which the tool-
box would be closed and remained unchanged. 
Instead, openness, try-outs and transparency are 
inherent to the exercise of QSAR modelling. 

The case of the QSAR toolbox is particularly 
interesting to further our understanding of the 
difficulty related to the use of QSAR models. Many 
ECHA documents state the impossibility of envi-
sioning a formal adoption process of QSAR models 
within the European regulation of chemicals (see 
section 1). It is a consequence of the approach 
lying at the heart of the QSAR approach, and, 
eventually, a consequence of the particular 
type of standardization that can be pursued. 
Rather than standardizing a technical content 
or a procedure, the OECD and ECHA proposed a 
constantly evolving platform expected to help its 
users group chemicals together, along lines that 
are permanently subject to change. 

The QSAR toolbox is meant to make QSAR 
models usable. Examining how it does so, as we 
have just done, is a way of better identifying the 
characteristics of the QSAR models, and the ways 
in which they are expected to contribute to risk 
governance within the QSAR toolbox:
• QSAR models are constituted at the same 

time as the groups of chemicals which they 
are expected to govern, and cannot easily be 
disentangled from these groups;

• Their scientific and regulatory value can only 
be assessed according to general criteria, 
which then require case-by-case assessment 
of models;

• QSAR models are not stable entities circulat-
ing across situations of use. Rather, they are 
meant to be articulated with one another and 
with other methods (as in the QSAR toolbox), 
so as to be refined as new experimental data 
are produced;

• Therefore, their potential users are not 
expected to apply them as ready-made 
instruments that operate autonomously, but 
need to mobilize their informed judgment 
to assess the ways in which they can pro-
vide relevant information for a given regula-
tory purpose. This results in an emphasis on 
transparency.

All these characteristics made QSAR models unfit 
for standardization as black-boxed instruments. 
Private companies and public experts can use 
them in coordination with other approaches. A 
platform such as the QSAR toolbox is therefore 
better defined as a ‘grey box’, which is mobilized 
in different ways according to particular situations 
of use, and never meant to be closed to exter-
nal examination. Eventually, the QSAR toolbox 
cannot serve as an unproblematic coordination 
device, which could guarantee the value of the 
risk assessment performed by private companies 
and could be used by public experts to validate 
it. The toolbox example provides an illustration 
of how expert judgment is expected to be exer-
cised in the case of QSAR. Rather than grounding 
the expert intervention on the ability to mobi-
lize stable instruments that make the individual 
characteristics of the expert disappear (as when 
mechanical objectivity is the objective) or on 
the possibility to refer to common procedures 
(as in a regulatory objectivity framework), QSAR 
models require expert judgement to be situated 
locally, and discussed in relation with particular 
regulatory objectives. This has consequences for 
risk governance, which the next and last section 
discusses. 

What risk governance in the 
world of QSAR models?
So far, we have discussed how QSAR specialists 
craft their models, how the OECD proposes only 
general principles of validation and a QSAR tool-
box that is neither the provider of ready-made 
instruments nor the vehicle for common and 
operational procedures. What about the work of 
people in charge of evaluating the proposals of 
companies attempting to register the substances 
they produce? This is the task of public experts 
working at the European Chemicals Agency, and 
at national agencies in charge of risk assessment. 
Our reflection started with the consideration of 
the practical difficulties that these actors encoun-
tered when using QSAR models. These experts 
working in public agencies do not develop QSAR 
models. Nor are they in charge of standardizing 
their use3. Instead, they need to evaluate the ways 
in which companies describe the risk profile of the 
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substances they wish to register. The impossibil-
ity of using QSAR models as black boxes, and the 
mobilization of grey boxes such as the QSAR tool-
box, has consequences on how they can assess 
the validity of companies’ claims.

First, public agencies constantly need to 
examine the QSAR models used by companies. 
Consider for instance how members of the French 
public agency for environmental safety describe 
their roles in assessing how companies use QSAR 
models:

- And I think that the challenge for us is to identify 
the limits and confront the companies. (…) If we 
are not able to deconstruct the reasoning and 
know what there is in black boxes, then we can’t 
argue with what companies propose! We can’t 
say that we don’t accept because we would have 
checked the domain of application, or whatever. 
That’s why we need internal competencies for 
that… for a counter-expertise really. (interview, 
ANSES)

This quote points to an important consequence of 
the use of QSAR models for risk assessment pur-
poses. Because of the complexity of these meth-
ods, and the diversity of actors producing them 
(in various ways according to the particularities 
of the situation), public experts might find them-
selves in a position of weakness - as they need 
to assess pieces of evidence produced by non-
standardized and ever more complex tools. This 
asymmetry is only made more acute by the diver-
sity of actors producing QSAR models. In addition 
to public research centres, many companies and 
open-source communities also develop their own 
QSAR software, either licensed or not, for profit 
or not (Lo Piparo and Worth, 2010). Datasets to 
inform the models are compiled by many different 
actors, including scientists for knowledge-pro-
duction purposes, but not only. Many statistical 
techniques or mathematical models can be tai-
lored to the creation of a particular QSAR. Various 
heuristic tools and different classes of algorithms 
are designed as a means to browse through the 
diversity of data and gather different sorts of 
results, including a wealth of machine-learning 
techniques (Lavecchia, 2015).

Second, the nature of expert intervention 
evolves, as neither the delegation to a trusted 

instrument (as in a regime characterized by 
mechanical objectivity) nor the mobilization of 
collectively produced conventions (as in a regime 
of regulatory objectivity) are possible. When 
assessing the dossiers submitted by companies to 
apply for the registration of chemicals, officials at 
ECHA will examine the models by opening them 
up, and comparing them with experimental data, 
as one of them told us during an interview: 

If I know that for example the prediction is backed 
up by some solid hypothesis which is confirmed by 
for example different in vitro observations or other 
observations in vitro from similar substances, this is 
for me something much more important than just 
predictions generated by super duper fancy logic, 
for example neural networks. (Interview, ECHA) 

This quote explicitly connects the diversity of the 
methods used to produce evidence that require 
transparency (the expert needs to know what 
is inside the models) with the possibility for the 
expert working in public agencies to draw on 
other sources of information. The same official 
eventually referred to experts’ “own experience” 
in assessing the use of QSAR models:

Regulators are not looking for the tool which will 
give you the smallest possible error in predicting 
something on your validation set; regulators 
are more keen on something which they can 
understand how it works and they can extrapolate 
it to the normal – their own experience.  It’s even 
easier to accept the tool which gives you some 
error, like for example a few units plus or minus, 
but you know that this is really more or less what’s 
going on and this sounds reasonably good, rather 
than using some very advanced mathematical 
model which you cannot really follow and you 
don’t even know exactly how those features have 
been generated by the model. (Interview, ECHA, 
emphasis added)4

When confronted with QSAR models, expert judg-
ment is based on the expert’s experience, and 
on his ability to confront the construction of the 
model itself with other sources of information. 
This directly echoes the expected functioning 
of the QSAR toolbox (see above). Yet it stands in 
uneasy relation to the complexity of QSAR mod-
els, as the potential sophistication of the statistical 
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approaches might well turn some QSAR models 
into black-boxes that are impossible to open to 
the gaze of the experienced public expert.

A condition for carrying out such a situated 
expert judgment is that public experts have the 
possibility to access the inner functioning of the 
models presented to them. During an interview, 
an ECHA official explained the issue this situation 
raised in the following terms:

the most important, most critical element for 
regulators is the transparency of the model. If you 
have a very sophisticated statistical model (…) this 
is not very convincing for regulators because they 
don’t exactly know what was exactly the training 
set which you used to train those networks and 
even if you see that they are performing very 
well on your test validation set, it doesn’t mean 
that they will perform equally good on the new 
substance which are out of the validation set. And 
this is the basic problem of all those advanced 
QSARs, that they are not so transparent because 
they are very complex and regulators have always 
this problem in understanding what will the logic 
behind the tool? What kind of features were driving 
predictions? Interview, ECHA

Thus, the requirement for transparency makes 
public experts wary of overly complex instruments 
that they would be unable to grasp (regarding, for 
example, the hypothesis, the domain of applica-
bility, or the statistical methods being used). But 
the requirement for transparency also impacts 
the institutional role of public expert bodies. We 
showed in that the ways in which QSAR mod-
els are constructed is directly tied to regulatory 
objectives (as, for instance, the set of endpoints is 
chosen according to regulatory requirements, or 
the models and the group of chemicals on which 
they are expected to be applied are manufactured 
in the same process). This means that when exam-
ining companies’ use of QSAR models, public 
experts working in agencies such as the ECHA also 
need to evaluate how model-based risk assess-
ment approaches fit with regulatory objectives. 

We can now get back to the three-body 
problem of expertise. The examination of the 
practical conduct of QSAR modelling and stand-
ardization shows that QSAR models challenge the 
three components of expert legitimacy. Rather 

than grounding expert judgment in the ability to 
deliver a ‘view from nowhere’ in which the indi-
viduality of the expert disappears, QSAR makes 
public experts fully- fledged individuals who need 
to draw on their personal experience to evaluate 
private actors’ propositions. Rather than providing 
a set body of knowledge, possibly formalized 
in black-boxed instruments or standardized by 
stable procedures, the use of QSAR for the regula-
tion of chemicals requires situated examinations 
that need to be adapted to the particularities 
of every case. Rather than being a public body 
intended to act in isolation as a provider of scien-
tific advice to inform risk management decisions, 
from which it is neatly separated, ECHA is an insti-
tution that coordinates with national agencies and 
international organisations in developing tools for 
the evaluation of QSAR models, while articulating 
its risk assessment mission with regulatory consid-
erations. 

Conclusion
As models are increasingly expected to contrib-
ute to regulatory decisions, understanding their 
political consequences it crucial. This paper has 
focused on models aiming to produce statistical 
correlation, and discussed one of these politi-
cal consequences, related to the type of expert 
judgement that models entail. The case of QSAR 
models in the European governance of chemical 
risks illustrates a type of expert judgment that is 
situated, as experts in regulatory bodies cannot 
consider models as stable technical black boxes, 
and cannot rely on standardized procedure to 
use them. This explains why QSAR models, while 
being seen as a powerful alternative to animal 
testing, are also considered with caution in expert 
bodies such as the European Chemicals Agency. 
Examining how QSAR models are crafted in prac-
tice, we showed that this situation is not the first 
step before these models can act as stable instru-
ments, but is derived from their very characteris-
tics (and of what makes them interesting in the 
first place). Attempts are made to standardize 
principles for their evaluation, and a “toolbox” is 
proposed by the OECD to carry forth their valida-
tion. Yet, the use of QSAR models does not imply 
either mechanical objectivity or regulatory objec-
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tivity. Instead, the use of QSAR models in the 
European regulatory context means that expert 
judgment is situated, and grounded in the experi-
ence of the expert.

Facing the proliferation of information 
produced by models that they cannot completely 
rely on, public experts are confronted with an 
asymmetry of resources. They need to invent 
procedures by which they can gather enough 
information to make regulatory choices. For 
private companies, the submission of dossiers 
is becoming more strategic than ever, since the 
plurality of available models means that some of 
them might suit their needs and interests better 
than others. These companies therefore mobilize 
resources and develop an in-house expertise on 
models in their routine R&D process. This results in 
increasing demands on public bodies in charge of 
critically examining the models used by industries. 
That transparency becomes a growing concern 
follows, since public experts need to open up 
the models, or at least gather information about 
them. As new private actors enter the picture 
(most notably the companies producing models), 
producers of chemicals need to engage in new 
strategic activities (choosing relevant models), 
and public experts need to re-invent their roles so 
that they are able to monitor both the construc-
tion and the use of models.

The case of models in the governance of 
chemicals is specific, yet has value for a broader 
reflection on the use of models for regulatory 
purposes, particularly correlation-based statis-
tical instruments, as QSAR models are. The value 
of these particular models is tied to the empirical 
data they are based on, and to the domain of use 
they are applied to. This paper has shown that the 
type of objective knowledge that these models 
are claimed to produce requires an active inter-
vention of the expert in charge of interpreting 
it. As models are increasingly called for to settle 
controversies, plan long-term developments, or 
argue for or against policy choices, it is crucial not 
to see them as ready-made providers of objective 
knowledge, but as instruments that re-work what 
objectivity is, and directly constrain how experts 
can and should act. 
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The energy in these islands is a literal force that 
changes the body, and so changes what you know 
about the world. (Watts, p. 50) 

The saga of the Energy Islands by science and 
technology studies scholar Laura Watts begins 
with a cup of tea. The reader is offered a cup of 
steaming hot black tea with milk, and s/he is 
invited to join the author for a walk and meet the 
Orkney Islands in all their messy, multisensory 
presence. The author then reminds the reader to 
pull on wellingtons and woollen mittens in order 
to bear with the force of the harsh island winds. 

The focus of the book is on the making of energy 
futures. Watts takes a lead from science scholar 
Lucy Suchman who points out that innovations 
are not universal: they change when they travel 
from place to place. This view emphasizes that 
place matters – place itself is an effect. Landscape 
has agency in future-making. The energy future 
of the Orkney is irreducible from the place itself, 
its geography, history and culture. In any other 
place, the future of the low-carbon renewable 
energy would have to be made differently. Thus, 
Watts turns attention to the situated practices of 
energy future-making. From this place-specific 
point of view, she weaves a story of what happens 
to the future when it is being locally imagined and 
crafted. By scrutinizing closely the present “strug-
gling, overheating, and partial electrical flows” 

in the cables of Orkney Islands, Watts asks: how 
could energy futures be made otherwise? (p. 68). 

The study is based on ten years of ethno-
graphic fieldwork in Orkney, an archipelago of 
around 20 populated islands that lie ten miles 
off the northeast coast of mainland Britain. Over 
the last decades, Orkney and its open-sea marine 
energy test site have become the centre of the 
ongoing revolution in sustainable power genera-
tion. The European Marine Energy Centre, EMEC 
(pronounced “ee-mek” as Watts notes) located in 
Orkney, has tested 30 different devices since its 
launch in 2003. Many other marine energy test 
sites around the world draw from the expertise 
of Orkney. In this respect, the Orkney Islands 
undoubtedly exert a significant impact on the 
future of renewable energy in the whole world: A 
local adaptation of low-carbon renewable energy 
future that the contemporary world so badly 
needs is already being lived in the Orkney Islands. 
In addition, as Watts points out, the Orkney Islands 
have another, less visible, but no less important, 
impact on the energy-futures of the world. The 
Islands are a living example of skilful resourceful-
ness of common people in energy generation. 
While peripheries are often represented as passive 
producers of resources, this study emphasizes the 
dynamic vibrancy of the edges. Whereas cities are 
utterly dependent on their edges, the resourceful 
edges have learned to make do without the 
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centres. Getting by independently in the remote 
islands even when the connection to the mainland 
is cut off, as it often is, necessitates becoming both 
interdependent and inventive. In order to cope, 
one needs to form alliances with every body – 
including non-human agents, such as rocks, winds 
and tides. Thus, the islanders constantly seek ways 
to ally with the plentiful natural forces. They have 
come up with community-owned wind turbines, 
self-customized electric cars turned into power-
storing mobile batteries, and ferries fuelled with 
wave-power. This forced and learned “make do” 
attitude makes the islands a flexible and open-
minded place where different infrastructural 
solutions to the emerging problems are being 
constantly anticipated, imagined and trialled. 
Watts’s description of being innovative at the end 
of the world reminds us of Tim Ingold’s definition 
of design as a continuous process of dwelling, 
of making life liveable. The islander resilience is 
about making do with what one’s got and being 
resourceful in inventing ways of getting by.

The saga of electricity is a saga of infrastruc-
tures. It pays attention to the power of infra-
structures to hold over time and to define certain 
futures. Moreover, it draws attention to the work 
that is needed to maintain the stability and invis-
ibility of the infrastructures. By focusing on the 
resourceful coping and experimenting with 
energy infrastructures – and occasional failure 
in these attempts – Watts emphasizes that as 
static as they may seem, they are not eternally 
unchanging. 

Focusing on the frictions of making energy 
– the situated entanglements of Orkney ‘elec-
tropolitics’– illustrates how complicated issue 
energy is. It is an untidy bundle of technology 
and natural forces, science and markets, history 
and future, national and local politics, calculations 
and sensory perceptions, dreams, hopes and fears, 
infrastructures and improvising, and it is as much a 
question of high-tech innovation and resourceful 
tinkering. By following the sometimes painfully 
difficult processes of turning the overflowing 
‘natural’ elements, such as wind and waves, into 
utilizable form, the reader realises that ‘energy’ 
is not a generalizable issue but rather consti-
tuted in and through specific places and times. 
In the Energy Islands, the question of energy is a 

constantly pressing issue, an inseparable part of 
everyday life. 

Energy at the end of the world is also a writing 
experiment. Methodologically, Watts follows 
in the footsteps of Donna Haraway and other 
feminist science studies scholars, who have called 
for recognizing the coupling together of writing 
as creative craft and academic research. In her 
saga, Watts pushes the boundaries of fact and 
fiction (“Stories and Fables”) and weaves them 
together into an empirical experiment on feminist 
science studies. Donna Haraway defines SF 
(meaning simultaneously Science Fiction, Specu-
lative Fiction, Speculative Fabulation, or Feminist 
Fabulation) as worlding – writing as a knowledge-
making and world-making practice. Thus, SF is 
less about critically observing and analysing the 
existing world, and more about being mindful of 
the worlds that the writing opens, and also about 
bearing its consequences. As Watts puts it: “Tales 
have the power to make the future – or rather, 
some futures for some people” (p. 11). 

Albeit being speculative and fabulated, the 
Energy Islands saga is far from fictive. It is based 
on a long-term, meticulous and committed ethno-
graphic fieldwork on the islands. The ethnographic 
material alone comprises over 10,000 words of 
field notes and 2,000 photographs. As a serious 
anthropologist, Watts takes the myths, gossip 
and other marginal forms of knowing as seriously 
as historical narratives, numeric information 
and other scientific ‘facts’. Although Watts’s text 
structurally follows the conventions of academic 
writing and uses a reference-based format, she 
plays with experimental forms of ethnography by 
drawing from eclectic sources, using first-person 
narrative, and seeking to address the creative 
process of research itself, rather than reporting 
generalized findings. The traditional research text 
is enriched and complemented with, for instance, 
an orally chanted poem, photographs, vividly 
narrated accounts of encounters with a female 
monster Electric Nemesis, and even series of 
comic-style illustrations of this fictional monster.

Watts composes her saga of Orkneyan elect-
ropolitics from fragments of actual and imagined 
events, encounters and stories and through these 
accounts, she shows the richness of elements 
entangled in the making of energy futures. 
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With Watts’s authorial prowess, the outcome is 
an extremely enjoyable read. She is not just a 
scientist, but also a great storyteller. Energy at 
the end of the world succeeds in being a piece 
of research that is so captivating that the reader 
is unable to put the book down – a rare reading 
experience in the academic genre

Laura Watts’s study is about making energy 
futures. However, the study itself is a contribu-
tion to future-making in that it paves the way for 
the future ethnographers of science and tech-
nology studies.  It shows what ethnographic 
science and technology studies can do at their 

best, and how scientific texts can be enjoyable, 
inspiring and convincing. For those in doubt, the 
book is a powerful proof that the social sciences 
and humanities can offer valuable insights into 
research on technologies and energy infrastruc-
tures e.g. by bringing forth the complexity of 
more-than-human entanglements needed to 
produce energy, and by revealing the uneven 
power relations and multiple ontologies at play 
in the situated practices of making futures, and 
showing the efforts that it takes to work and fit 
these different realities together. 
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Gendering Drugs edited by Ericka Johnson was 
published in 2017 by Palgrave Macmillan. The work 
presented  is result of a five-year group research 
project and increase understanding about the 
intersection of pharmaceuticals and gender. On 
the one hand, drugs can be gendered and tailored 
to either men or women. On the other hand, they 
contribute to create gendered subjectivities for 
us, so they can produce gender. 

This work analyses how drugs can be sexed/
gendered and produce sex/gender. Pharmaceu-
ticals, as they are technologies and nonhuman 
elements, can be active agents involved in social 
and power relationships. They cannot be under-
stood as being separated from each other, but 
as material-discursive entanglements. The drugs 
context analysis provides us the possibility of 
calling attention on how some discourses articu-
late subject positions and relations. The book has 
used a wide fieldwork, as drug pharmaceutical 
advertisements, medical guidelines and the expe-
rience of some of the people directly affected by 
the side effects of some of tools for health.

The work is theoretically premised in feminist 
technoscience studies with an interest in material-
discursive bodies (Haraway, 1997; Barad, 2007) and 
how pharmaceuticals produce bodies and gender 
(Petryna et al., 2006). From a feminist critique, the 
concern for masculinities, non-binary sex/gender 
understandings, and the intersection of race, class, 
sexuality, and global inequalities is present. The 
posthuman approach extend analytical focus to 
incorporate nonhumans as active agents. 
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The book is divided into three parts and it has 
ten chapters in all. Part I analyses pharmaceuti-
cals in different life phases and adjacent health 
concerns, such as Alzheimer’s disease, prostate 
treatments or trans-childhood. The section starts 
with ethnographic observations of Tara Mehrabi 
of breeding transgenic Alzheimer’s flies where 
Mehrabi worked as a laboratory assistant. The 
chapter shows that  in Alzheimer’s research not 
only are fly models tested upon, research also 
produces sex differences. The sexing processes 
of flies are essential for pharmaceutical devel-
opment in Alzheimer well before pharmaceu-
tical cure or treatment is manifest. As such the 
gendered nature of pharmaceuticals begins well 
before the materialisation of pharmaceuticals but 
a gendered binary notion of gender guides the 
very research methods and questions asked about 
diseases, in this case Alzheimer’s. The next chapter 
is written by the editor of the book Ericka Johnson. 
It takes the example of alpha-blockers used to 
treat lower urinary tract secondary symptoms 
of benign prostate hyperplasia (LUTS/BPH) to 
develop an analysis based on Karen Barad’s (2007) 
concepts of actant and intra-action. Based on 
three sets of different clinical practice guidelines 
the chapter concludes that alpha-blockers treat 
and increase the size of the prostate, creating also 
a pharmaceuticalized prostate. The last chapter 
is written by Celia Roberts and Cron Cronshaw 
focuses on trans-childhood and the uses of the 
gonadotropin-releasing hormone (GnRH) used to 
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prevent pubertal development. The authors argue 
that we live in a ‘pharmacopornographic era’, as 
Paul Preciado (2013) says, in which legal minors 
cannot engage in adult-centric policies. They are 
dependent on adults to obtain  pharmaceuticals. 
The authors advocate for the recognition of the 
needs experienced which are produced partially 
in these kinds of discourses and practices which 
try to solve them, and the obligation of including 
trans people as an active and essential part in 
these politics. 

Part II analyses advertisements of pharma-
ceutical treatments, which includes commercial 
images and discourses and the way they also 
prescribe relational practices for individual subjec-
tivities. First, Ericka Johnson and Cecilia Åsberg 
analyse two pharmaceuticals with the assump-
tion that they also prescribe particular ways of 
becoming a healthy subject. They analyse three 
advertisements, two about Alzheimer’s drug and 
one about a benign prostatic hyperplasia (BPH) 
drug. In all of cases, they conclude, the drug repre-
sents an important part of the relational agency 
between the potential users of the drugs and 
their partners, introducing a unique element in 
intimate relationships. After this, the Lisa Lindén 
studies Gardasil the vaccine advertisements 
produced by pharmaceutical company Sanofi 
Pasteur in Sweden against cancer caused by 
human papillomavirus (HPV) aimed at young girls. 
The advertisements show the vaccine as a product 
through which parents can exercise care respon-
sibly. Advertisements were especially focused 
on mothers, who are made responsible for such 
matter, leaving fathers an invisible role: vaccines 
appear to be as nonhuman participant involved in 
the relationships of care. This second part demon-
strates the importance of addressing the phar-
maceutical advertisement as material-discursive 
elements, which take part in the construction of 
diseases and subjectivities. 

Part III analyses throughout its three chapters 
gendering in HPV campaigns in three different 
contexts: Colombia, the UK and Austria. It 
commences with an analysis by Oscar Javier 
Maldonado of tensions around the introduc-
tion of HPV vaccines in Colombia. The vaccine 
represents a new gendered technology aimed at 
girls as sexualized subjects. The context implies 

that the relation between sex and pathology 
could reproduce a stigma. Maldonado reflects 
on the intersections of race, gender and class in 
the cancer prevention campaigns as well as the 
relationship between HPV and social difference. 
The chapter is followed by Ali Hanbury’s analysis 
about the introduction of HPV vaccine in the UK 
as a possibility to make young women respon-
sible for their own health and so their sexual 
partners’ health, too. Hanbury takes five cases of 
experiences of vaccine injury to prove deficien-
cies in this vaccination program. Despite the fact 
that the vaccine is presented as being gender-
neutral, vaccination programmes continue to be 
paternalistic especially over women’s bodies and 
autonomy. Finally, Lisa Lindén and Sina Busse 
describe how Austria is the first country to offer 
the HPV vaccine to both girls and boys with no 
expense. Offering the vaccine universally changes 
the gendered focus; now girls are not the one 
and only group at risk but all children equally. The 
analysis illustrates how sexual health is built and 
how a discursive shift makes changes possible. 
This third part is relevant due to the fact that a 
posthuman approach of HPV diagnosis experi-
ence is very interesting and could open new 
analysis about it. 

Concerning to the omissions in the book along 
the three parts, in the first one in the chapter 
about Alzheimer it would have been interesting 
to deepen in the relation between the construc-
tion of the pharmaceutical in the laboratory and 
the patients experience with the treatment. In 
addition, the third chapter about trans children 
and pharmaceuticals could have mentioned the 
strategies developed in some cases to obtain 
these pharmaceuticals in an illegal way as an 
evidence of the situation in terms of politics which 
concern trans people. The second part would 
have been more completed with the pharmaceu-
ticals’ advertisements analysis of other diseases or 
health campaign because this method of analysis 
is very interesting and enlightening. Finally, the 
third part would have been better with more infor-
mation about the situation of the HPV vaccine in 
more countries.

In a nutshell, the book is a relevant contribu-
tion which highlight the subjective processes in 
science and evince how nonhuman takes part 
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in gender construction. It throws light on the 
construction of bodies and subjects in relation 

to pharmaceuticals, and the multiplicity of such 
material-discursive entanglements. 
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