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Knowledge Infrastructures: Part IV
Helena Karasti

Information Systems, Luleå University of Technology, Sweden / helena.karasti@ltu.se
INTERACT, University of Oulu, Finland / helena.karasti@oulu.fi 

Florence Millerand
Department of Public and Social Communication, University of Quebec at Montreal, Canada / 
millerand.fl orence@uqam.ca

Christine M. Hine
Department of Sociology, University of Surrey, UK / c.hine@surrey.ac.uk

Geoff rey C. Bowker
Department of Informatics, University of Irvine, CA, USA / gbowker@uci.edu

This issue of Science and Technology Studies is the 
fi nal one of four in total published this year focus-
ing on the topic of Knowledge Infrastructures. 
Across the four issues we have presented fourteen 
papers (thirteen research articles and one discus-
sion paper) and four book reviews. In this final 
editorial we fi rst take a look at the issues raised by 
the fi nal batch of articles, then take a step back to 
review the collection as a whole, considering what 
it tells us about the state of the art in Science and 
Technology Studies’ understanding of knowledge 
infrastructures and looking forward to the chal-
lenges still on the horizon. 

Articles in This Fourth and Last 
Part of the Special Issue

The fi rst article ‘The Daily Shaping of State Trans-
parency: Standards, Machine-Readability and the 

Confi guration of Open Government Data Policies’ 
addresses the issue of open standards for dif-
fusing online data in the context of government 
bureaucracies. In common with open data initia-
tives in other substantive fi elds, such as science 
(Borgman, 2007) and cultural heritage (Stuedahl 
et al., in this issue), many governments are now 
committed to the release of open data. Open 
Government Data (OGD) initiatives are construct-
ing ways to store and share data, forming a new 
layer of ‘open data infrastructure’ shaped by the 
development and deployment of data standards 
(Lampland and Star, 2009). While OGD move-
ments to sharing data under non-proprietary 
standardized formats have been highly visible, 
Samuel Goëta and Tim Davies point out that con-
siderably less attention has been given to what 
is happening on the ground around the produc-
tion of standards and the actual consequences of 

Guest editorial



3

standards for knowledge workers, the issues that 
form the authors’ focus in this article.

Goëta and Davies study three very diff erent 
open data standards, namely Comma Separated 
Value (CSV), General Transit Format Specifi cation 
(GTFS) and the International Aid Transparency 
Initiative (IATI). They operate an ‘infrastructural 
inversion’ by looking at the historical develop-
ment of the named standards and by studying 
ethnographically the ‘back rooms’ of govern-
ment bureaucracies with a focus on the invisible 
work necessary to open the data by using these 
standards. The authors pay particular attention 
to the concrete work practices that go along 
with aligning the standards, the organizational 
arrangements they create, and the way they shape 
the data for others to access and use.

Through the empirical work the authors discuss 
how transparency is or is not achieved by the 
demands for openness and standardization. The 
authors show that the standards substantively 
shape the production of open data. They describe 
how the use of open standards requires intensive 
work in order to transform and adjust datasets 
to the standards; thus, the making of datasets 
machine-readable may increase the complexity 
of releasing data. The authors further show how 
enacting open standards operates “a quiet and 
localised transformation of bureaucracies”, with 
consequences for how open government data 
and transparency agendas are performed. The use 
of open standards has become interpreted not 
only as a sign of a quality dataset, but also used to 
evaluate the progress of the open data program 
itself. The adoption of open standards is increas-
ingly becoming (used as) an indicator of the 
advancement of open data programmes. Further-
more, the authors discuss the particular kind of 
transparency delivered by OGD which reveals a 
rationalisation and representation of the informa-
tion held inside the state, focussing on machine-
mediated transparency rather than transparency 
as a relationship between citizen and account-
giving state.

In addition to the above ‘producer’ side inside 
the ‘back rooms’ of government bureaucracies, the 
authors also discuss the ‘user’ side of OGD. They 
see that the emphasis on machine-readability 
in OGD projects confi gures the primary users as 

‘advanced users’ with a need for technical skills, 
financing and capability to create services to 
make desired re-use of the published data. These 
set-ups (of professional developers and ecosys-
tems) introduce other layers of infrastructure and 
eventually intermediation between citizens and 
the state.

In the second article, Ayelet Shavit and Yael 
Silver discuss the development of long term 
biodiversity surveys and specifi cally focus in on 
tensions inherent in recording locality within such 
surveys. The fi rst case study in the article discusses 
the evolving treatment of locality information 
within the specimen collections of the Museum of 
Vertebrate Zoology at the University of California, 
Berkeley. A formalized approach to recording 
was established early on in the museum’s history, 
requiring both a standardized set of informa-
tion including a record of locality and a narrative 
account of the circumstances surrounding collec-
tion of the specimen in a fi eld journal. This system 
of recording thus combined what Shavit and Silver 
term ‘exogenous’ and ‘interactionist’ approaches 
to locality. The two approaches are associated 
with contrasting epistemic values: an exogenous 
approach to ‘location’ focuses on production 
of representative and reliable data whilst the 
interactionist approach attends to the need for 
comprehensive and accurate data for the location 
in question. Both systems co-existed in the pre-
computerised system of journals, index cards and 
tags, but the advent of computerized records in 
the 1970s began a push towards inclusion of a 
searchable and generalizable version of specimen 
locality in specimen databases and prompted the 
development of a system to map historical locali-
ties to estimated longitude and latitude using a 
standard georeferencing protocol. Subsequently, 
new challenges for the recording of locality 
emerged, as new devices used by researchers 
in the fi eld occasioned a more precise georefer-
encing, producing new forms of data and shifting 
away from narrative fi eld journals to numerical 
data. A separation emerged between the require-
ment for a globally interoperable and easily 
searchable form of locality information and the 
historical collections of narrative data on circum-
stances of collection that were locally held at the 
museum and mined by relatively few researchers. 

Karasti et al.
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A subsequent workaround involved digitization 
of fi eld journals, allowing this information to be 
linked to specimen records and hence made 
available albeit not in an equivalent searchable 
form to the exogenous locality information.

The second case study in Shavit and Silver’s 
paper focuses on a biological monitoring project 
‘Hamaarag’ initially associated with Long Term 
Ecological Research (LTER) stations funded by 
Israel’s Science Foundation. Shavit and Silver 
track the changing political, fi nancial and scien-
tifi c focus of the project over time, and also the 
tensions over the version of locality embedded 
within the project. As with the Museum of Verte-
brate Zoology, tensions focused on a clash 
between the possibility of developing an inter-
operable infrastructure across the various LTERs 
involved and the very diff erent demands imposed 
by the diff erent species each were monitoring and 
the practices of the groups of scientists involved. 
Shavit and Silver track the diverse and shifting 
pressures that beset the project over time and 
challenge attempts to produce a single over-
arching infrastructure for the project, leading 
ultimately to an approach that favours an interac-
tionist approach to location and includes citizen 
science initiatives alongside research team eff orts. 
Across the two case studies, Shavit and Silver 
identify a tension between diff erent notions of 
locality and an emergent recognition that to 
focus only on a globally interoperable exogenous 
version of locality may entail a loss of a signifi -
cant fl exibility. They conclude that developing 
an infrastructure to sustain local memories of a 
locality and alternating between local and global 
memory practices (Bowker, 2005) may be better 
justifi ed, both rationally and sometimes morally. 
Tracking the movement from a technical thing 
(the technical category of ‘location’) becoming a 
problematic epistemic thing, the article demon-
strates a recurring issue in knowledge infrastruc-
ture work more broadly i.e. the weight that may 
be carried by technical decisions on the represen-
tation of key concepts.

The third article in the special issue, by 
Dagny Stuedahl, Mari Runardotter and Christina 
Mörtberg, focuses on the substantive fi eld of the 
cultural heritage sector. The authors develop two 
case studies of digital infrastructure projects that 

are involved in opening up cultural heritage insti-
tutions to engagement with the public. Whilst 
both projects are working within an environment 
that encourages openness and public involve-
ment, the two case studies contrast signifi cantly in 
their institutional form and in the approach they 
take to defi ning what will count as an acceptable 
open engagement with the public. The fi rst study 
focuses on a “top-down” initiative in the design 
phase: a new infrastructure intended to facilitate 
public access to archival materials. By studying 
discussions in the design phase Stuedahl et al. are 
able to identify tensions and controversies around 
the implementation of the high-level policy imper-
ative to open data and engage with citizens. When 
these imperatives meet with local practices they 
encounter considerable concerns that revolve 
around the extent of openness deemed desirable 
and the quality of content acquired through 
crowd-sourcing, leading ultimately to adoption 
of an approach focused on providing access to 
existing archival data rather than acquiring new 
data. The second case study explores a ‘bottom-
up’ initiative: a local history wiki used by profes-
sional and amateur local historians. Here Stuedahl 
et al. encounter the project when it is already up 
and running, and analyse threads from the discus-
sion forum that demonstrate ongoing negotia-
tions over the categories to be used to structure 
contributions to the wiki and tensions between 
wiki administrators and local historians over the 
extent to which diverse understandings can be 
accommodated within the wiki. 

To draw together the comparison between 
these two substantively similar yet contrasting 
initiatives Stuedahl et al. rely on the concept 
of ‘attachments’ used within STS variously by 
Gomart and Hennion (1999), Latour (1999), 
Marres (2007) and Hennion (2012) to denote an 
array of resources that are drawn on to inform 
and make sense of engagements and actions. 
Attachments are potentially more diff use than 
motivations and more emotionally charged than 
influences, offering a means to identify what 
matters to people as they decide on a course of 
action or design an intervention. In the participa-
tory knowledge infrastructures that they study 
Stuedahl et al. identify attachments used by actors 
to outline what matters to them and position 

Science & Technology Studies 29(4)
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themselves in relation to past, present, and 
future. The authors argue that attachments off er 
a useful alternative way to explore the tempo-
rality of knowledge infrastructuring, stressing that 
sustainable infrastructures may need not only to 
work with the long now (Ribes & Finholt, 2009) of 
an anticipated future but also to display an appro-
priate attachment to relevant values and practices 
of the past as well as attachments to other 
pressures and policies in the present. By high-
lighting the various attachments that actors bring 
to the two case studies they outline, Stuedahl 
et al. bring out the process through which the 
contrasting (and sometimes internally confl icting) 
notions of openness and engagement that the 
two projects arrive at come into being. 

An Overview and Emerging Themes

The fourteen articles published in this special 
issue, while all viewing their material through the 
lens of the knowledge infrastructure, have cov-
ered a range of substantive fields: biodiversity 
(Taber, 2016); cultural heritage (Stuedahl et al., in 
this issue); disease genetics (Dagiral & Peerbaye, 
2016); drug discovery (Fukushima, 2016); e-health 
(Aspria et al., 2016); ecological science (Stuedeahl 
et al., 2016; Shavit & Silver, in this issue); environ-
mental monitoring (Jalbert, 2016; Parmiggiani 
& Monteiro, 2016); open government (Goëta & 
Davies, in this issue); public health (Boyce, 2016); 
social science data archiving (Shankar et al., 2016); 
weather recording (Goëta & Davies, 2016); wikipe-
dia content (Wyatt et al., 2016). While many have 
at their heart a database or other form of digital 
technology, this has not been universally the case: 
Taber (2016) views the herbarium as the focus of 
a knowledge infrastructure. The articles exem-
plify the interdisciplinary trend within Science and 
Technology Studies more broadly. While we have 
not conducted a systematic census of the discipli-
nary origins of the scholars represented here, it is 
clear from their institutional addresses as much as 
their substantive foci that the authors come from 
an array of backgrounds including anthropol-
ogy, informatics and information science, media 
and communications, public health and social 
science in addition to science and technology 
studies departments. The geographical spread 

is also broad, including authors from Australia, 
France, Ireland, Israel, Japan, Netherlands, Nor-
way, Sweden, United States of America and United 
Kingdom.

In the three previous editorials (Karasti et al., 
2016a, 2016b, 2016c) we have identifi ed some 
emerging themes that tie together the contribu-
tions made by individual articles and suggest 
areas of common signifi cance across quite diverse 
manifestations of knowledge infrastructures. 
In the fi rst issue we discussed themes of scale, 
invisibility, tensions, uncertainty, and account-
ability. We also explored methodological issues, 
focusing on the infrastructural inversion and the 
challenges inherent for the researcher in choosing 
levels, locations, and scales to examine. In the 
second issue we explored the performativity 
of knowledge infrastructures and the struggles 
over power, values, and voice that prevail at the 
very heart of infrastructural work. The third issue 
highlighted temporality and labour as key areas of 
connection across infrastructural studies. 

These themes continue to resonate across 
the three articles presented in this fourth issue 
to focus on knowledge infrastructures. All three 
articles deploy a methodological focus that 
encompasses the diverse scales of infrastruc-
tural work and each in its own way highlights an 
otherwise invisible or neglected aspect of that 
work and brings it into the foreground as conse-
quential site for the enactment of values and 
the experience of tensions between different 
practices and sets of accountability. Temporality 
arises with particular signifi cance in Stuedahl et 
al.’s exploration of the notion of attachments, as 
they argue that an attachment to aspects of the 
past can give meaning to infrastructural work as 
much as visions of an anticipated future. 

Beyond the themes already identifi ed, a further 
theme deserves exploration in this editorial: 
the notion of openness. As a value and a set of 
practices the notion of openness has a consid-
erable contemporary significance and yet, as 
studied here, it emerges as a problematic concept 
not necessarily easy to achieve. Openness appears 
repeatedly across the papers collected here: in 
the fi rst issue, Parmiggiani and Monteiro (2016) 
explore the development of an infrastructure for 
monitoring subsea ecosystems and evaluating 
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environmental risk and here achieving a portrayal 
of the openness of data in a public portal plays a 
part in building a new sense of trust; in the second 
issue, Shankar et al. (2016) propose a study of 
social science data archives that pays attention 
to the specifi city of circumstances under which 
open sharing of data arises; in the third issue 
Aspria et al. (2016) explore the metaphors that 
underpin operationalization of a patient informa-
tion portal that aspires to be seen as open and 
inclusive. In this fourth issue, openness receives 
further signifi cant attention: Goëta and Davies 
place the standards that underpin open data 
sharing under the spotlight, and fi nd that these 
standards are a site of considerable labour both 
in development and use and far from a smooth 
route to automatic transparency; Stuedahl et 
al. focus on the movement towards open data 
sharing in cultural heritage contexts and fi nd that 
whilst aspiring to openness may be dictated by 
policy, it still requires considerable negotiation 
to make manageable in practice. When we study 
contemporary knowledge infrastructures we fi nd 
values of openness often embedded there, but 
translating the values of openness into the design 
of infrastructures and the practices of infrastruc-
turing is a complex and contingent process. 

In putting together the special issue we aimed 
to assess the current state of Science and Tech-
nology Studies’ contribution to the understanding 
of knowledge infrastructures. This set of emergent 
themes, connecting across together, exemplify 
the contribution that a set of sensibilities drawn 
from Science and Technology Studies can make in 
this area: by a detailed attention to technology as 
it is enacted in situ and as it is embedded in and 
embeds policies and practices, we can see the 
knowledge infrastructure as a very particular kind 
of achievement with far-reaching yet often over-
looked consequences. We learn in detail about 
the modes of governance that depend upon and 
are enabled by knowledge infrastructures and we 
fi nd out how great the gulf may be between an 
aspiration in the domain of policy and its realisa-
tion on the ground. STS scholars are studying the 
processes of infrastructuring in detail but also 
considering the consequences: what kind of ways 
of being in the world do knowledge infrastruc-
tures enable, to whom do they give voice and who 

do they silence, what do they prioritise and what 
do they neglect or negate? 

Viewed as a whole, this collection of papers 
suggests that the STS-enabled study of knowledge 
infrastructures is on increasingly solid theoretical 
and methodological ground. Across the papers 
we see a confi dence in identifying diverse sets of 
technological developments as knowledge infra-
structures and applying to them a relatively stable 
set of theoretical resources. Among the papers we 
fi nd also theoretical innovations, such as Fukushi-
ma’s (2016) recourse to a Marxist-infl ected notion 
of infrastructure alongside the resources of STS 
or Stuedahl et al.’s (in this issue) deployment of 
attachments as a means to uncover the meanings 
that pervade infrastructural work. On the whole, 
however, the articles wear their theoretical devel-
opment relatively lightly and concentrate on 
illuminating what is being achieved through the 
medium of knowledge infrastructural work and 
how this is being brought about.

Methodologically speaking, also, this collec-
tion of papers speaks to a relatively confi dent 
set of resources being deployed to good eff ect. 
Most of the papers make a broad claim to ethno-
graphic approaches, with the notable exceptions 
of Wyatt et al. (2016) in their study of data from 
editorial discussions on Wikipedia and Taber 
(2016) and Shankar et al. (2016) with historical 
approaches founded on archival data. Ethnog-
raphy, in the knowledge infrastructure context, 
often means a foundation of participant observa-
tion within a key location, taking part in ongoing 
discussions and attending meetings. The temporal 
and spatial complexity of infrastructural work is 
handled through a combination of mobility from 
the research and recourse to programmes of 
interviewing and documentary analysis. Online 
discussions appear as sources of data that give 
a useful insight into day-to-day negotiations 
into the meaning of data, capturing as they do 
a level of detail often otherwise ephemeral and 
hard to capture when work goes on in face-to-
face settings, even for an ethnographer on the 
spot. The increasing recourse to online discussion 
forums for getting infrastructural work done has, 
as a by-product, provided a useful set of data for 
STS scholars interested in how this work is done. 

Science & Technology Studies 29(4)



7

Studying the otherwise invisible becomes easier 
when this work is captured in a persistent form. 

The notion of the infrastructural inversion has 
clearly become one of the established resources 
of an STS approach to knowledge infrastructures. 
Responding to Geof Bowker’s call to make material 
infrastructures the central object of study (Bowker, 
1994), many of the papers in this collection used 
the infrastructural inversion in the standard sense 
of a methodological sensitivity associated with 
making otherwise neglected things visible, as 
exemplifi ed by Bowker and Star (1999). In doing 
so, these papers confirmed the pertinence of 
this methodological lens to scrutinize the inter-
dependences between technical components 
and the politics of knowledge production. Three 
articles elaborated on the infrastructural inversion 
to a signifi cant extent: Fukushima (2016) drawing 
out an isomorphism with the Marxist inversion 
of the infrastructure/superstructure relation; and 
both Parmiggiani and Monteiro (2016) and Dagiral 
and Peerbaye (2016) drawing out the use of the 
inversion as a resource by actors themselves.  

There are, thus, promising signs for future 
knowledge infrastructure studies in STS, confi -
dently adopting and developing a mature set 
of methodological and theoretical resources. 
Promising future prospects include possible 
pay-off s from making further use of online data 
and myriad digital traces left by digital work, 
taking on board Edwards et al.’s (2013) challenge 
to infrastructural studies to take more account 
of big data. Future studies may also do more to 
engage in depth with the refl exive work done 
by the actors in infrastructural projects, building 
on the recognition that concepts such as the 
infrastructural inversion resonate strongly with 
what actors themselves do. New methodological 
forms may yet emerge. The majority of the articles 
collected here represent either the work of one 

scholar, or a small group of scholars pooling or 
contrasting a small number of case studies. We 
see little as yet of the larger team-based and 
multi-sited studies that may be necessary in order 
to scale up knowledge infrastructure studies and 
more extensively explore their ramifi cations across 
time and space as Edwards et al. (2013) exhort. 
Similarly, while historical and archival studies 
promise to allow us to extend our interest in the 
evolution of knowledge infrastructures across 
greater time spans, as yet our analytic resources 
for conducting archival studies are relatively 
under-developed (Bowker, 2015). The collection of 
articles presented here demonstrate a healthy and 
vibrant fi eld, with a clearly signifi cant pay-off  in 
terms of illuminating some very powerful aspects 
of contemporary world, yet there is clearly still 
further to go in developing the STS contribution 
in this area. 
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Abstract 

While many governments are now committed to release Open Government Data under non-proprietary 
standardized formats, less attention has been given to the actual consequences of these standards 
for knowledge workers. Unpacking the history of three open data standards (CSV, GTFS, IATI), this 
paper shows what is actually happening when these standards are enacted in the work practices of 
bureaucracies. It is built on participant-observer enquiry and interviews focussed on the back rooms of 
open data, and looking specifi cally at the invisible work necessary to construct open datasets. It shows 
that the adoption of open standards is increasingly becoming an indicator of the advancement of open 
data programmes. Enacting open standards involves much more than simple technical operations, it 
operates a quiet and localised transformation of bureaucracies, in which the decisions of data workers 
have substantive consequences for how the open government data and transparency agendas are 
performed.

Keywords: Open Government Data; Open Standards; Enactment; Infrastructure Studies; Data 
Assemblages

Introduction

“It is time for science studies to investigate 
how data traverse personal, institutional, and 
disciplinary divides.” (Edwards et al., 2011)

The case for using open standards when diff using 
online data has been widely discussed for both 
scientifi c and government data (Borgman 2007; 
Robinson et al., 2009; Lathrop & Ruma, 2010). 

However, little attention has been given to the 
consequences of these standards for the workers 
involved in producing and disseminating open 
data, and for how standards shape the outcomes 
of data sharing eff orts, particularly in the open 
government domain. Even when standards are 
introduced into discussions, data is often treated 
as though it is already available and ready-to-

Science & Technology Studies 29(4)Article
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use, with the actual work required to construct a 
standardised dataset remaining almost entirely 
invisible (Bowker, 2000). As the proactive release 
of government data is increasingly presented as a 
“superior” mode of delivering government trans-
parency (Birchall, 2014), it becomes vital to ask 
how data standards are involved in shaping gov-
ernment transparency? Behind the scenes, in the 
backrooms of open data (Goëta, 2014), what are 
the consequences of introducing standards for 
data workers and the actual organisation of gov-
ernment? What impact do decisions made during 
standardisation have upon the potential uses of 
open data? By understanding the challenges fac-
ing these invisible workers when working with 
emerging open data standards (Denis & Pontille, 
2012), and the way in which standards construct 
practices both inside and outside the state, we can 
gain a deeper understanding of how an empha-
sis on machine-readable data comes to structure 
ideas and experiences of  open government itself.

A growing subject in Science and Tech-
nology Studies (STS), data standards are prolif-
erating in the development of large information 
infrastructures while still remaining largely 
invisible and taken-for-granted (Star & Ruhleder, 
1996; Lampland & Star, 2009; Busch 2011). The 
numerous studies on open government data that 
have been conducted to date have largely over-
looked how standards shape datasets, what they 
exclude, and the supplementary burden they 
require to be implemented. Such an approach 
is crucial at this particular moment, as many of 
the standards for an emerging open data infra-
structures, embodied in data portals, policy 
pronouncements and common analysis and 
visualisation tools are currently being laid down. 
Rare studies have followed the information infra-
structure studies program (Bowker et al., 2010) to 
understand open government data (Davies, 2012, 
2013, 2014) but none has conducted an ethnog-
raphy of infrastructure (Star, 1999) to understand 
the implications of these standards in the daily 
practices of data workers, and the consequences 
of these standards for the goals of open govern-
ment. Situated in bureaucracies, our study aims at 
surfacing the invisible practical work (Suchman, 
1995) that supports the implementation of open 
standards for government data. 

In exploring emerging practices of open 
government data sharing, it is useful to step back 
to the experience of particular scientifi c commu-
nities over recent decades, where exchanging 
data has become a crucial matter and datasets 
are becoming an object of scientific produc-
tion in their own right (Bowker, 2000; Edwards et 
al., 2011; Strasser, 2012). As the data required to 
explore phenomena of interest grows beyond 
that which any individual researcher or group 
could collect, distributed scientifi c collaborations 
have needed to develop approaches to pool and 
share data, leading to the creation of vocabularies, 
schema and markup languages for representing 
and exchanging data (Zimmerman, 2007, 2008). 
However, these processes of standardisation are 
not straightforward or unproblematic. Informa-
tion infrastructures studies off er a rich framework 
within which to understand the hidden work 
going on in order to enable scientists to share 
data. Edwards (2010) uses the metaphor of “data 
friction” to describe the eff orts required to share 
data between people and organizations, and it 
is in response to this friction that many scientifi c 
data sharing infrastructures have been developed. 
Yet this does not necessarily imply that the goal 
sought should be “frictionless data” (Pollock, 
2013). Almklov (2008) fi nds that standardised data 
can be experienced by re-users as decontextual-
ised, and diffi  cult to extract meaning from. And 
several works have shown that metadata, even 
defi ned with shared and precise standards, do 
not lead scientists to reuse data seamlessly, as 
standards projects have often promised (Edwards 
et al., 2011; Millerand & Bowker, 2009; Zimmerman, 
2008). Recognising science as essentially an open-
ended and always unfi nished enterprise, Edwards 
et al. (2011) highlight the importance of consid-
ering “metadata-as-process”, and paying attention 
to the social negotiations that go on around data 
sharing in science, alongside the technical stand-
ardisation.

 Open Government Data (OGD) is in many ways 
a younger enterprise than that of open science 
(Fecher & Friesike, 2014). Since the late 2000s, 
government across the world have been adopting 
policies that call for the publication of govern-
ment held datasets online, in machine-readable 
forms, and for anyone to re-use without restric-
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tion (Yu & Robinson, 2012; Chignard, 2013; Kitchin, 
2014). Multiple drivers for this have been cited, 
from “unlocking” the re-use value of data the state 
has already paid for to increasing government 
effi  ciency, and delivering greater state transpar-
ency (Zuiderwijk et al., 2012; Zuiderwijk & Janssen, 
2014). As part of a transparency agenda, OGD 
has been discussed in relation to past regimes of 
reactive transparency, delivered through Right to 
Information (RTI) laws, which gave citizens a right 
to request documents from government (Fumega 
& Scrollini, 2011; Open Knowledge Foundation, 
2011). In RTI, transparency is associated with a 
clear transaction between a requestor and govern-
ment, but in OGD, as Peixoto (2013: 203) puts it, 
public actors can “characterize transparency as a 
unilateral act of disclosure”. For Peixoto (2013: 203), 
“transparency may be realized without third parties 
scrutinizing or engaging with the disclosed infor-
mation”, although transparency theorist David 
Heald quotes Larsson (1998: 40–2) to argue that 
“transparency extends beyond openness to embrace 
simplicity and comprehensibility. For example, it is 
possible for an organization to be open about its 
documents and procedures yet not be transparent 
to relevant audiences if the information is perceived 
as incoherent” (Heald, 2006). Within the discourse 
of OGD, that coherence has come to be defi ned 
in terms of machine-readability, and increasingly 
the adoption of common open standards. OGD 
advocates have moved from early calls for ‘raw 
data now’ (Pollock, 2007; Berners-Lee, 2009), to 
argue for the adoption of open standards for data 
publication. Increasingly, eff orts have looked to 
assess the success of open data initiatives with 
reference to these standards (Cabinet Offi  ce, 2013; 
Atz et al., 2015). Thus, as in scientifi c collabora-
tions, OGD initiatives are turning towards the 
construction of new data infrastructures, shaped 
by the development and deployment of data 
standards. 

Our aim here is thus to understand what is 
happening when these data standards are actually 
enacted (Law & Mol, 2008; Millerand & Bowker, 
2009) in the work practices of government bureau-
cracies, and how this impacts upon the construc-
tion of state transparency as a component of open 
government. This paper is built on ethnographi-
cally informed participant-observer enquiry in the 

back rooms of open data: developed iteratively to 
look at three cases of open data standardisation: 
from the structuring of diverse data elements to 
fi t with the requirements of a fi le format specifi ca-
tion, through to the mapping of data from internal 
systems to a rich semantic standard. For each case, 
we attempt to operate an infrastructural inversion 
(Bowker, 1994; Bowker & Star, 2000) by looking 
fi rst at the historical development of particular 
standards, the work practices that go along with 
aligning them, the organizational arrangements 
they create and the way they shape the data the 
public have access to, and how it can be used. 
Prior to introducing these standards, we fi rst take 
a broader look at the role that discourses of stand-
ardisation have played in the OGD movement. 

Policy and Principles of Open 
Government Data: Machine-
Readability and Open Standards 

The Open Government Data movement claims 
that the proactive publication of the datasets 
owned by public administration can lead to a 
new wave of innovation in the use of government 
data, bringing about a renewal of transparency 
and a transformation of administrative practices 
(Janssen et al., 2012). Following the launch in 2009 
of the US Data.gov portal, many countries have 
established policy requirements and legal frame-
works for open data, leading to the creation of 
hundreds of data portals hosting and providing 
meta-data on a vast spectrum of datasets, pro-
vided by national governments, municipalities, 
international institutions and even some corpora-
tions (Web Foundation, 2014). In 2012, G8 member 
countries signed up to the G8 Open Data Charter, 
committing to the idea that government data 
should be ‘open by default’, and including in an 
Annexe a list of the kinds of data, from cadastral 
registers to national budgets, that governments 
should share (G8, 2013). The G8 Charter has been 
followed by an International Open Data Char-
ter (2015), which introduces a principle of data 
‘interoperability’, and which, through its techni-
cal working group, has been exploring how to 
recommend data standards for governments to 
adopt. Within the Open Government Partnership, 
a voluntary association of over 60 countries com-
mitting to increase the availability of information 
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about government activities, supporting civic par-
ticipation and improve accountability, action plan 
commitments to open data have been amongst 
the most common (Khan & Foti, 2015). 

Since the fi rst articulation of common principles 
for OGD in Sebastopol in 2007 when well-know 
digital activists such as Lawrence Lessig, Tim 
O’Reilly, and Aaron Swartz gathered and set out 
eight key criteria for government data openness, 
machine readability and open standards have 
become core claims of the OGD movements. 
According to these principles, datasets should 
be provided in “machine-processable” and “non-
proprietary” formats (5th and 7th principles). 
The Sunlight Foundation’s (2010) extended “Ten 
Principles for Open Government Data” place a 
particular emphasis on the use of “commonly 
owned” standards, highlighting the importance 
of standards being freely accessible and fully 
documented to facilitate their use (Levien, 1998; 
Russell, 2014), and pointing as well to the process 
of control over the revision of standards, which, 
open standards advocates argue, should take 
place through a predictable, participatory, and 
meritocratic system (Open Stand, 2012).

This emphasis on machine-readability and 
open standards can be understood as a reaction 
against the common publication of government 
data either in formats such as PDF which present 
the layout of data, but which frustrate easy digital 
access to the underlying fi elds and fi gures, and 
the use of file formats that are protected by 
patents and intellectual property rights, meaning 
that to read the fi les requires either proprietary 
software, or paying license fees for the right and 
resources to decode and manipulate the data. It is 
also motivated by a desire to have data fi les which 
can be accessed and manipulated in as wide a 
range of tools as possible, such that even de-jure 
non-proprietary formats tend to be considered 
as de-facto closed by developers if established 
tooling for working with these formats cannot 
be easily found across a wide range of program-
ming languages and software packages. However, 
many of the OGD portals in operation around the 
world still predominantly provide access to fi les 
which fail to meet key defi nitions of machine-
readability, and, even if they do, which fail to make 
use of common standards (Murillo, 2014; Web 

Foundation, 2015), leading to redoubled eff orts to 
promote ‘best practices’ for data publication (W3C, 
2015). Furthermore, advocates have also been 
concerned with how data is represented when it is 
published using machine-readable open formats, 
looking to also see use of common schemas that 
defi ne the kinds of fi elds and values that would be 
considered valid in a particular kind of data, and 
which tools reading that data should be able to 
understand. 

Using open standards in releasing govern-
ment data is now more than a mere principle: it 
is progressively being required by regulations 
brought in to implement OGD policies. In 2013, 
President Obama released a memo, which states 
that government information must be released 
under open and machine-readable standards 
(Obama, 2013). Agencies are required reporting 
progress on the implementation of open 
standards 180 days after the memo. The US DATA 
Act (2014) requires the creation of a common 
data schema for the exchange of budget infor-
mation, and the UK Local Government Transpar-
ency Code (DCLG, 2014) is accompanied by strong 
guidance about the fi elds that should be used for 
the disclosure of 14 priority datasets (LGA, 2015). 
Efforts like the International Aid Transparency 
Initiative, Open Contracting Data Standard and 
Budget Data Standard are all working to articulate 
specifi c standards for open data publication as 
part of wider political processes seeking to secure 
sustained information and data disclosure.  

However, whilst advocacy for OGD has focussed 
on ‘big tent’ arguments suggesting that the 
provision of open data brings multiple benefi ts 
to a diverse range of stakeholders (Weinstein & 
Goldstein, 2012), critics have presented the open 
data movement as a tool for marketisation of 
public services (Bates, 2012) and as the co-option 
of otherwise radical transparency and civic-tech-
nology activism (Bates, 2013). Practitioners in 
developing country have questioned  the assump-
tions built into standards promoted as global 
norms. And current practices around open data 
have also led to concerns that it will “empower the 
empowered” (Gurstein, 2011) and thus engender 
regimes of information injustice (Johnson, 2013). 
Central to this literature is the argument that the 
open data movement has been defi ned mostly by 
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technical considerations, overlooking the political 
dimensions of the process (Yu & Robinson, 2012; 
Morozov, 2013) and presuming that the mere 
provision of data would automatically empower 
citizens (Gurstein, 2011; McLean, 2011; Donovan, 
2012). In particular, Yu and Robinson (2012: 196) 
denounce the idea that technical criteria, such 
as the use of open standards in the release of 
datasets, should be enough to satisfy calls for 
transparency, writing that: “An electronic release of 
the propaganda statements made by North Korea’s 
political leadership, for example, might satisfy all 
eight of these requirements [Sebastopol principles 
on Open Government Data], and might not tend to 
promote any additional transparency or accounta-
bility on the part of the notoriously closed and unac-
countable regime”. To these critiques we might 
also add lessons from science data sharing, to the 
eff ect that data standards rarely produce inter-
operability or interpretability of datasets. Thus 
any emphasis on machine-readability opens up 
important conversations about the decisions that 
are made in constructing data concerning which 
stakeholders will have their needs prioritised, and 
how the costs and benefi ts of adopting standards 
end up being distributed. 

Yet, these critiques noted, the provision of 
government data under open standards has 
become a major demand of open data activists. 
This demand follows a larger history: the Internet 
protocols were shaped by a discourse on 
‘openness’ of standards. This rhetoric has found a 
place in a wide variety of movements, asking for 
software code, hardware, academic publications 
or governments to be ‘opened’ to the public by 
sharing their foundational components (Russell, 
2014). However, the demand for ‘openness’ in 
standards was not driven only by rhetoric. Open 
data activists consider that the use of standards 
facilitates the reuse of data, and gives more 
specifi c meaning to demands for machine-read-
ability. But what do these standards and specifi -
cations contain? How do they, in practice, ensure 
or enhance the machine-readability of data? And 
how does standardised machine-readable data 
diff er from alternative ways data might be shared, 
shaping in the process who is engaged in open 
data re-use activity? To address these questions 
we look in detail at the histories and contempo-

rary implementation of three major standards, 
used at diff erent levels for opening government 
data, to understand how they shape both the 
machine-readability of data, and how they aff ect 
wider practices of governmental transparency. 

Framework and Methods

Mirroring a common trend in STS research of 
scholars “‘intervening’ while studying science and 
technology phenomena” (Karasti et. al., 2016: 4) we 
enter this fi eld as both practitioners and research-
ers: involved in initiatives to support open data 
publication and use practices, whilst also engaged 
in the scholarly critical study of open data and 
open government phenomena. Responding to 
growing discourse on machine-readability and 
standardisation in the open data fi eld, we sought 
to identify a series of applications of open data 
standards in practice, and to apply methods of 
“infrastructural inversion” to look beyond the sur-
face narratives, and to explore otherwise invisible 
and ignored work involved in making datasets 
available as open data. 

Three open government data standards are 
covered by this paper. The fi rst is the CSV (Comma 
Separated Value) format, which is a general 
format, used often for tabular or spreadsheet 
data. The second is specifi c to the transit fi eld: 
the GTFS (General Transit Format Specifi cation), 
off ering a schema for transport timetables. The 
third is the IATI Standard, generated as part of the 
International Aid Transparency Initiative (IATI), 
and presenting a schema for detailed disclosure 
of aid fl ows. The development of these cases was 
an iterative process, combining initially inde-
pendent work from the two authors into a cross-
case analysis to draw out key themes and a deeper 
understanding of the common and divergent 
labour and impacts implicated in the production 
of open data according to diff erent standards. 

The cases each contribute to understanding 
diff erent aspects of standardisation. Whilst the 
broad label ‘open data standards’ is commonly 
used to refer to a wide range of different 
technical artefacts, we note a distinction between 
standards as fi le formats that enable the exchange 
of data between systems, without being directly 
concerned with the semantic contents of the fi le 
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and standards as schema, which are concerned 
with describing the fi elds and data structures a fi le 
should contain, seeking to enable the exchange 
of the meaning of the data as well as the data 
itself. Both formats and schema, at their respec-
tive levels, can be used to perform the technical 
validation of a data fi le: determining whether it 
is structured and encoded according to the fi le 
formats specifi cation, and whether it meets vali-
dation rules set out within the schema. Although 
specifying the fi elds and entities a particular kind 
of dataset should contain can be done in the 
abstract, in practice, many schemas are directly 
related to particular file formats. For example, 
the GTFS schema assumes a CSV fi le format, and 
IATI is based upon XML. From an infrastructural 
perspective, schema then builds upon the “inertia 
of the installed base” (Star & Ruhleder, 1996: 113) 
provided by their chosen fi le formats, incorpo-
rating many of the aff ordances and constraints 
that those formats provide. 

Data collection itself took place between 
2013 and 2015, through a series of interviews 
and participant-observation activities with ‘data 
workers’. We use the term data worker to capture 
a wide range of roles within government institu-
tions and their associated agencies. For many of 
our interviewees, their formal job title was not data 
related, yet their role has come to involve work in 
managing or directly producing open datasets. 
For the CSV and GTFS cases, an initial series of 
interviews were conducted with project managers 
in charge of executing an open data policies. They 
were asked with whom they collaborated for the 
project to identify the second series of interviews, 
data producers who have released files in an 
open data portal. These in-depth interviews were 
conducted in four French local administrations 
and in an international institution, each of which 
had launched some form of open data portal. 
Following an initial round of analysis drawing out 
the relationship between fi le formats and data 
schema, we introduced a further case drawing 
on participant-observation and interviews with 
participants involved in the development and 
implementation of the International Aid Trans-
parency Initiative (IATI), seeking to explore how 
far fi ndings from the earlier cases applied outside 
the French context, and with a diff erent base fi le 

format from CSV. Throughout our enquiry we have 
complemented interview data with examination 
of data artefacts created in the cases, direct obser-
vations of project meetings, document analysis, 
and an examination of the wider literature related 
to each of the standards we study.

In the analysis that follows, we start our infra-
structural inversion by critically examining the 
history and institutional context of each standard, 
and how they have been adopted or promoted 
within the open data and open government fi eld. 
We then turn to a synthesis of our empirical data 
to look at how a number of themes emerging 
from the research play out across each standard. 

Three Standards and Their Stories

Comma-Separated Value

In a nutshell, CSV stands for Comma Separated 
Values and designates a file format for storing 
numbers and text in plain-text forms. The for-
mat itself is agnostic as to what content the fi les 
should contain. It consists of plain text with any 
number of records, separated by line breaks. In 
each record, there are fi elds, which are separated 
by a character, usually a comma or a tab. All CSV 
fi les can be opened in a text editor or a browser, 
but the data will not be represented as a spread-
sheet but rather as simple text. As both humans 
and machines can read these fi les as easily as text, 
they are possible to deal in absence of complete 
documentation. The CSV format predates per-
sonal computers: it has been used since 1967 at 
least by the IBM programming language Fortran, 
and has been implemented in virtually all spread-
sheet software, and in many data management 
systems. CSV, easy to work with in most program-
ming languages, makes possible to process data 
through a simple two-dimensional array of values. 
In particular, CSV is used for exchanging tabular 
data between programs and systems. 

Although open data activists praise it as a 
robust standard (Pollock, 2013), only recently have 
eff orts been made to formally standardize CSV. In 
2005, Yakov Shafranovich, a software engineer, 
proposed a Request for Comments (RFC) to the 
Internet Engineering Task Force (IETF), an organi-
zation that develops and promotes the use of 
open standards on the Internet. Although it is 
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now categorized as “Informational” by the IETF, 
RFC 4180 is generally referenced as the de facto 
standard for the format of a CSV fi le. In particular, 
it specifies that the first line should include a 
header defi ning each fi elds, that any fi eld should 
be quoted with double quotes and that all rows 
should contain the same numbers of fields. 
However, the RFC leaves a number of important 
issues unspecifi ed, which limits the use of CSV 
for certain users on two particular aspects. First, 
valid character sets are not defi ned, but the RFC 
suggest using the ASCII characters set, a standard 
known for favouring English-speaking users, 
rather than the more comprehensive Unicode 
(Palme & Pargman, 2009). Second, CSV does not 
specify how to represent particular kinds of values, 
such as decimal numbers and dates, even though 
some countries like France use a comma as 
decimal separator, and countries vary in the date 
format they use, risking substantial ambiguity in 
how data entries such as ‘11/02/2015’, for example, 
should be interpreted. 

Further eff orts to standardize CSV are ongoing. 
In particular the W3C (World Wide Web Consor-
tium) has initiated a working group on CSV based 
on the observation that “ a large percentage of 
the data published on the Web is tabular data, 
commonly published as comma separated values 
(CSV) fi les” (W3C, 2013). The working group was 
constituted as part of the W3C advocacy for OGD, 
promoted in particular by its founder Tim Berners-
Lee. It is built out of the fact that the format “is 
resisted by some publishers because CSV is a much 
less rich format that can’t express important detail 
that the publishers want to express, such as anno-
tations, the meaning of identifi er codes etc.” (W3C, 
2013). The ongoing research of the working 
group will lead to standard metadata that aims to 
support the automatic interpretation of CSV fi les 
on the web, supporting tools to work around the 
ambiguities of the format: even if CSV fi les them-
selves do not become completely standardized. 

Many Open Government Data activists praise 
CSV for its simplicity and its machine-readability, 
but they also indicate its limits. Tim Berners-Lee 
(2010) defi ned a 5-star grading system in which 
publishing data in CSV with an open license 
warrants a 3-star grade. The website 5stardata.
info1 indicates that to publish to CSV format “you 

might need converters or plug-ins to export the data 
from the proprietary format”. The Open Knowledge 
Foundation (2013) considers it as the “most simple 
possible structured format for data […] remaining 
readable by both machines and humans” but high-
lights it is “not good for data where structure is not 
especially tabular”. More recently, the Open Data 
Institute (2014), also co-founded by Tim Berners-
Lee, has declared that 2014 was the “year of the 
CSV”. It declared that it is “a basic data format that’s 
widely used and deployed […] but it is also the cause 
of a lot of pain because of inconsistencies in how it is 
created: CSVs generated from standard spreadsheets 
and databases as a matter of course use variable 
encodings, variable quoting of special characters, 
and variable line endings.” The organization has 
published a tool called “CSVLint”2 which tests if a 
CSV fi le is “readable” according to a series of rules, 
enforcing a set of rules for what a CSV fi le actually 
should be, drawing on, but going beyond, the 
basic RFC specifi cation. The tool is based on the 
observation that “CSV looks easy, but it can be hard 
to make a CSV fi le that other people can read easily”. 

On a practical basis, the limited standardization 
of CSV means that opening a fi le in this format can 
require the user to understand the complexities of 
encoding data. When opening a CSV fi le in most 
spreadsheet software, a box will often open, asking 
the user to specify which encoding character set is 
used in the fi le, as well as the separator character 
which delimits fi elds, and the decimal separator. 
By default, most spreadsheet software will follow 
the RFC guidelines but in many situations, users 
will have to manually change the parameters so 
that the data is displayed as a regular spreadsheet 
with properly delimited fi elds. Users commonly 
accessing data produced on systems with other 
localisation settings from their own (e.g. in other 
countries/language communities) are more likely 
to encounter such prompts. This box adds frictions 
for the general public in order to use CSV fi les. 
While it allows a level of widespread compatibility 
across the software tools used by developers, it 
increases practically the complexity of using this 
format for the everyday task of viewing data in a 
spreadsheet, and leads to diff erent experiences 
depending on the user’s locality and language.
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General Transit Feed Specifi cation 

GTFS (General Transit Feed Specifi cation) provides 
a schema for public transportation schedules 
oriented towards facilitating the reuse of transit 
information by software developers. The need for 
a common standard was driven by the increas-
ing use by commuters of their phones to plan 
their trips, as well as the success of online digital 
maps such as Google Maps and OpenStreetMap. 
Each GTFS “feed” is composed of a series of CSV 
fi les compressed in a single ZIP archive. Each fi le 
details one aspect of transit information: transit 
agency, stops, routes, trips, stop times, calendar, 
special dates, and information on fares or possi-
ble transfers. Not all the fi les are mandatory but 
the specification requires specific and detailed 
fi elds, which should not vary between published 
fi les. In contrary to CSV as a standard format, as 
a standard schema GTFS specifies much more 
than just the encoding or the layout of the data: it 
requires transit agencies to transform their data to 
common structures and to adopt common terms 
and categories. While both standards tend to ease 
interoperability of datasets, GTFS requires transit 
agencies engage in a process of commensuration, 
adapting their data against shared metrics (Espe-
land & Stevens, 1998). This process demands con-
siderable resources, and excludes many aspects of 
reality rendered by the standard as “incommensu-
rable”. For example, whilst it may be possible to 
describe the type of bus running a route within 
an arbitrary CSV fi le, within the GTFS schema such 
additional non-standard columns would be ruled 
invalid, and eff ectively meaningless. 

The GTFS standard itself was initially developed 
by a software engineer from Google, Chris 
Harrelson, in reply to a request from an IT manager 
of Trimet, the transit agency for the US city of 
Portland. Harrelson was working on the current 
Google Transit project, which included public 
transit timetables in Google Maps. It appears 
that, through this collaboration with Trimet, the 
standard closely resembled the data feeds they 
already had in use. Had the initial collaboration 
taken place with another locality, it is possible 
to imagine that GTFS would have looked quite 
diff erent. After Portland, more than 400 transit 
operators have now implemented GTFS and 
publish their data feed with this standard, making 

GTFS the most widely used open data standard 
for exchanging transit data. It is published freely 
with an open source license, and along with the 
tools necessary to validate a GTFS feed. Google 
has dropped its brand from the name of the 
standard but remains active in its development 
and continues to extend the number of transit 
feeds usable in Google Maps. 

International Aid Transparency Initiative

The International Aid Transparency Initiative (IATI) 
was launched in 2008 to develop a common 
approach for aid donors to share information on 
their projects, budgets and spending. Following 
wide ranging consultations with aid donor and 
recipient countries, the project adopted an open 
data approach, based on the eXtensible Markup 
Language (XML) data format in 2011, publishing 
detailed schemas to set out what information 
should be shared about aid projects and how 
that information should be represented. Whilst it 
was initially developed to meet the needs of gov-
ernment aid donors and recipients, the standard 
is now used by over 400 organisations, includ-
ing an increasing number of Non-Governmental 
Organisations. 

Unlike CSV (and GTFS), which use a tabular 
(two-dimensional) data model, the XML format 
represents data using a tree structure, where 
data elements can be nested inside other data 
elements. It also has a range of in-built mecha-
nisms for validating data, defi ning value types 
(e.g. date, number etc.), and standardising how 
multilingual data should be represented. The XML 
format was developed by a working group at the 
W3C between 1996 and 1998, and has since gone 
through a number of iterations. It is derived from 
Standardised General Markup Language, which 
has its roots in the mid-1980s, and itself descends 
from IBM’s Generalised Markup Language (GML), 
which goes back to the 1960s. The particular inno-
vations of XML include better handling of diff erent 
character encodings (important for exchange of 
data containing multiple languages), and new 
approaches to checking the ‘well-formedness’ of 
documents as well as their validity against some 
defi ned meta-level schemas (Flynn, 2014). 

At the core of IATI is a standard for representing 
records on individual aid activities. These ‘iati-
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activity’ elements can contain project descrip-
tions and classifi cations, data on project location, 
budget information, and detailed transaction 
level reporting of commitments and spending. 
The standard also allows each activity element to 
include details of project results, and associated 
documents. Few elements are made mandatory 
by the XML schema of the standard, although 
many are important to have for detailed and 
forward-looking information on aid. The standard 
also provides an extensive range of code lists for 
the classifi cation of activities, some drawn from 
existing recognised code lists, and others created 
specifi cally for, and maintained by, IATI.   

In common with many data standards, few 
aspects of the IATI are completely new. Rather, 
it was assembled from past precedent, seeking 
to fi nd a common ground between the existing 
systems of major aid donors such that it could be 
at least minimally populated by data already held. 
The idea of standardised aid information exchange 
has a long history. Whilst the OECD’s Development 
Assistance Committee Creditor Reporting System 
(DAC CRS), based on survey data collection of 
headline statistics from member governments, 
has been in place since the 1960s, it was in the 
late 1980s and early 90s that eff orts for standard-
ised digital exchange of detailed ongoing project 
information emerged. The Common Exchange 
Format for Development Activity Information 
(CEFDA), a disk-based exchange system, coming 
before widespread Internet adoption, was the fi rst 
eff ort in this direction, although it ultimate saw 
limited uptake. However, it’s fi eld defi nitions infl u-
enced the creation of International Development 
Markup Language (IDML) in 2001 (Hüsemann, 
2001), a format primarily developed to feed data 
into the Accessible Information on Aid Activi-
ties (AiDA) database developed by Development 
Gateway (initially a World Bank project). IDML 
and AiDA in turn influenced the development 
of IATI, both as donors rejected the idea of ‘yet-
another-database’, opting instead for an approach 
premised on the distributed publication of inter-
operable data, and as the XML experience of IDML 
was available to draw upon in building up an IATI 
standard. 

The ‘extensible’ aspect of XML can also be put 
to use in IATI, as it allows valid data to embed 
new fi elds within the existing structure, declaring 
alternative ‘namespaces’ for this data outside of 
the formal standard. The intent in the IATI case is 
that this could support de-facto standardisation 
between small groups of data publishers, without 
requiring the full process of changing the standard 
to accommodate use-cases only of concern to a 
small community of users. However, in practice 
most extensions to the standard have taken place 
through the regular revision process, with, for 
example, more detailed fi elds for geocoding the 
location of aid projects recently introduced. 

Whilst XML is well suited for exchange of struc-
tured data between machines, it can be complex 
to work with in web applications, and tools exist to 
help users who are more familiar with tabular data 
to open and manipulate XML. As a result, IATI has 
also seen a degree of tool building and secondary 
standardisation take place, designed to convert 
the IATI XML data into other formats optimised 
for diff erent users. A ‘data store’ has been created 
which aggregates together known IATI XML fi les, 
and then provides various possible CSV rendering 
of these (each having to choose which elements 
from the tree-structure of the data to treat as the 
rows in the fi le, choosing, for example, between 
one ‘activity’ or one ‘transaction’ per row), and 
which also offers a JSON (JavaScript Object 
Notation) format, targeted at web application 
developers. Each of these alternative formats is 
in some way ‘lossy’, containing less information 
than the XML. Yet, in practice these alternative 
mediated presentations of the data become the 
forms that most users are likely to encounter and 
work with.

Whilst open data standards may often be 
presented as simple technical artefacts that can be 
transparency applied to existing datasets, and as a 
relatively new feature of the open data landscape, 
these sketches illustrate the long history of even 
the ‘simplest’ of standards, and point towards the 
embedded politics, aff ordances and limitations of 
each. We turn then to look at how these standards 
collide with the work practices of those respon-
sible for making open data available.
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The Transformation of Practice: 
Standards and Data Workers

The use of open standards requires data workers 
to transform their datasets and to adjust to the 
standards. This intensive work, led by data pro-
ducers and open data project managers before 
opening the data, is rarely measured in advance 
and is often hidden in the back rooms of open 
data (Goëta, 2014). As their adoption can require 
major transformations of pre-existing datasets, 
standards may increase the complexity of releas-
ing machine-readable and re-usable data. Yet, 
they can also explicitly or implicitly encode knowl-
edge about how to increase the accessibility of 
data to a particular community of users. 

In order to make a usable CSV dataset, data 
workers frequently make deep modifications 
to the original files held by government. The 
complexity of this transformation is well illus-
trated by an internal document made by the 
region Ile-de-France, latter published online as 
the general guideline of relevance to other organi-
sations releasing open data in CSV format. Entitled 
“Open data: good practices using Excel”3, it aims 
to help data workers publish data in the region’s 
open data portal. The portal policies require 
data to be published in CSV format, and encour-
ages the geocoding of data entries. Among the 
recommendations it provides, more than half are 
directly driven by the specifi cations of the CSV 
format. The document asks data workers to fi t to 
the standard, as many aspects of their datasets 
will simply disappear when changing the format:  

“One sheet=one dataset”: CSV does not support 
multiple sheets;
“No information should be transmitted by 
using color—> in CSV format, these data will be 
suppressed!”
“No merged cells”
“Beware with hidden lines!—> they will display in 
CSV.”

Besides, the document asks data producers to 
reorganize the structure of the datasets to fi t the 
RFC specifi cations of a CSV fi le which is in use in 
the region’s open data portal: 

“Column headers on the fi rst lines (=columns titles)”;
“No empty cells on columns titles”; 
“Avoid empty lines or columns”; 
“Warning with ‘orphan’ data” designating fi elds, 
which are outside of a table and will not display 
properly in the portal. 

These requirements imply a major transformation 
of datasets in order to fi t it to the CSV standard. 
The files that officials are being asked to make 
available under OGD policies were generally not 
originally produced to be released outside the 
organization in another format. In the organisa-
tions we have studied, it is not the data produc-
ers (the subject matter specialists working in the 
policy areas the data describes) who carry the 
work of transforming the data to adapt to the 
CSV format. Instead, open data project managers, 
whose mission is to actually open the data, take 
charge of modifying the datasets to fi t them into 
the required formats and standards. In our CSV 
case, these project managers, originally hired to 
develop a data portal and foster reuse of the data, 
have become data managers, directly involved 
with ensuring the compatibility of specifi c gov-
ernment datasets with open standards, and 
interposed between the domain-expert data pro-
ducers, and the public who access the open data 
produced. As one explained:

 
“Project manager: When we receive an Excel fi le, we 
open it and there are basic stuff  such as merged cells, 
[information in] bold, color…
Interviewer: Do you remove it? 
Project manager: Yes, anyway if you want to pass it 
in CSV, all of a sudden everything disappear and the 
thing is that for certain fi les the guys they put color 
on it although in CSV there is no color. So you have to 
create other columns. 
Interviewer: And how do you do in these cases? 
Project manager: Well, you do it manually.”

(Open data project manager, local authority, France) 
 

Information erased by the standard has to be 
rebuilt by the open data project manager who 
translates this information into a structure that 
passes the fi lters of the format or schema. 

Creating a GTFS feed also requires intensive 
work, and a worker to undertake it. Within the 
organisations we surveyed, transit timetables 
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are contained in numerous information systems 
and knowledge about their inner working is 
spread throughout the division of the organi-
sation. Database managers, existing profes-
sionals responsible for various data systems in 
the organisations, needed to undertake complex 
work explorating the databases to work out how 
to actually open their transit timetable data. The 
exploration is made even more challenging when 
the data has been released following an externally 
imposed standard. For GTFS, database managers 
have to dig throughout the organisation to create 
a proper feed. One interviewee reported how:

“For building our fi rst GTFS feed, we released it with 
the means available because everyone was not ready 
in the organisation to publish bus data. So it missed, 
by the time, around 10% of the stops in the feed. It did 
not have all the schedules and so, with the feedback 
from developers, it helped us enhance internally the 
chain to generate a dataset, to enhance the methods 
upstream, which create the stops in the diff erent 
software. After around four or fi ve months of work, 
we actually succeeded in releasing a dataset, which 
is actually clean and could be used as such by the 
developers. […]” 

(Database manager, transit organisation)

In this case, it took over four months in this case 
to create a proper GTFS feed, which contained all 
the bus stops. A long cry from ‘raw data now’. Not 
only did the GTFS standard require a combination 
of diff erent databases, but the making of the GTFS 
feed also required organizational work to align 
data production between the diff erent data pro-
ducers. Rather than making a pre-existing dataset 
transparent, the standard demanded the creation 
of new infrastructural confi gurations, and resulted 
in a new dataset, and a new view on government 
transit activities that had been unavailable before.

The introduction of the standard and produc-
tion of externally facing data also surfaced weak-
nesses in existing internal processes. The same 
database manager reflecting on data errors 
describes how:

 

“Sometimes it was a mistake by the system so we fi xed 
it. And sometimes it was just a lack of communication 
between departments. For instance, we fi gured 
out that when a stop changed name, there was 
not always communication from the person who 
changed the name. […]”

(Database manager, transit organisation)

As a result, short-term process fixes have been 
documented, and new practices introduced such 
as asking everyone changing a bus stop name to 
e-mails across the organisation to get other sys-
tems updated. Longer term, however, the external 
data standard holds a mirror up to the internal 
infrastructure, and invites consideration of wider 
changes. As the database manager reported:

“Nowadays, to create a GTFS feed, we mix around 6 
or 7 databases. Now it works but we still depend that 
all the databases are up to date. That’s why we are 
thinking on how to build a new information system 
for buses in which everything is in one database 
because now this is really complicated.”

(Database manager, transit organisation)

This same dynamic of changing organisational 
activity was also present in the previously dis-
cussed local authority CSV cases. One project 
manager described his ongoing eff orts to ask data 
producers to structure their datasets according 
to the standard instead of himself actually trans-
forming the fi les: 

“Interviewer: Are you going to transform the data 
every time they are updated? 
Project manager: The thing is we try to educate data 
producers to well structure their fi les at the beginning. 
That will avoid us to eff ectively remake their fi les 
every time. […] We are thinking about it because we 
fi gured out that we manage the data at the end of the 
tunnel.”

(Open data project manager, local authority, France)

However, both source data and data standards, 
are often moving targets. Small changes in source 
data can disrupt well-established processes for 
data conversation, such as the fi rst time a non-
latin alphabet character occurs in a source dataset, 
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or when data in an unexpected character encod-
ing is passed into a database system. Schema such 
as GTFS and IATI are also updated over time, and 
conventions around CSV on the web continue 
to evolve. In the case of one large IATI publisher, 
technical and policy staff s look monthly at ways 
to follow the evolutions of the standard and main-
tain interoperability of the datasets with other 
data providers: 

“Our journey has been one of continual improvement, 
to make sure we keep up with the technical standard 
as it evolves through 1.01, 1.02, 1.03 and so-on. And 
also continual improvement by recognising where 
there are problems with the data and fi xing them, but 
also doing that on a very incremental and month-by-
month basis. The fact that we publish monthly means 
you can do that - you can make a minor improvement 
that makes a big diff erence and over time they really 
accumulate. The other aspect of that would be 
increasing automation. We’re fortunately to start off  
with a fairly automated process in that our entire IATI 
dataset gets generated nightly, and we just publish 
that once a month...”

(Technical lead, IATI publishing government 
department)

Whilst some aspects of making data commen-
surate with a standard can be fi xed at the inter-
face between internal systems and external data 
publication, others require changes to the source 
data itself. For example, the IATI standard invites 
particular categorisation, description and geolo-
cation of aid activity information, which often 
requires additional labour from field staff and 
project officers to supply suitably detailed and 
structured information and to keep records up to 
date according to external open data publication 
schedules, instead of just according to internal 
management milestones. 

Across these cases then we see that aligning 
with a standard transformed both the data 
published, and the data publisher: creating 
new and dynamic organizational structures and 
practices that did not previously exist. As with 
metadata standards (Bowker et al., 2010), GTFS, 
CSV and IATI all produce infrastructural changes 
in the organisations that adopt them changing 
technical activities and wider organizational 
arrangements.

Measuring Performance of Open 
Government Data Policies

Thus far, we have focussed on standards in terms 
of interoperability. However, the term standard 
is often also used in the context of performance 
standards: checking whether some phenomena 
measures up against some agreed minimum level 
of quality, or some criteria for success (Busch, 2011; 
Bruno & Didier, 2013). The open data standards we 
have explored have come to be used as means 
of operationalising assessments of whether OGD 
initiatives are delivering against principles of 
machine readability, or against specifi c transpar-
ency goals. 

For instance, the Ile-de-France region, in 
an internal presentation made public to data 
producers, uses Tim Berners Lee’s 5-star scale 
for Linked Open Data which sets criteria based 
on the use of open standards for assessing data 
quality. This internal document considers that the 
mere use of CSV, instead of the Excel XLS format 
for example, increases the quality of the dataset 
without even looking at its content. The same 
goes for the use of the GTFS format. One inter-
viewee, a database manager in a transit agency 
explained that with GTFS “it allows [you] now to 
have quality data” (Database manager, transit 
organisation, France). The UK has gone further in 
treating a technical assessment of fi le format as 
a measure of ‘openness’, in 2012 introducing to 
data.gov.uk a feature, which translated the 5-star 
scale into an algorithm that grades every datasets 
on the portal. The team in charge of data.gov.uk 
justifi ed the publicity of the scores, shown on each 
dataset page as an ‘openness rating’ and available 
to explore as an average per publishing agency, as 
a “useful driver to improve the data.” (Data.gov.uk, 
2015)

Besides being a sign of a quality dataset, open 
standards are also used to gauge the advance-
ment of the open data program itself. When 
launching their scoring algorithm, the UK govern-
ment announced that “the average openness score 
for all departments is 52%, based on the percentage 
of the datasets published by each department and 
its arms-length bodies that achieve 3 stars”” (Gov.uk, 
2012). ). Here, the use of an open fi le format for 
publishing data is being used as a proxy for the 
openness of a government department. For the 
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departments which scored poorly, the Cabinet 
Office announced it will undertake measures 
to “improve their performance” most notably by 
producing stronger guidance on how to publish 
data. Yet, such measures don’t look inside the 
dataset to see whether the data is well structured, 
accurate or meaningful: they simply assess the 
container. 

Along similar lines in December 2011, after 
the launch of data.gouv.fr, Regards Citoyens, 
published a blog post in reaction to the new 
portal. Entitled “Open data: an average grade 
for a data.gouv.fr under proprietary formats”, 
the article assesses the new open data portal by 
the standard in use after an examination of the 
catalogue: “We were able to fi nd only a dozen of CSV 
and XML datasets against several hundreds under 
Microsoft proprietary formats. A serious eff ort still 
needs to be accomplished on this matter. According 
to the norm of the inventor of the web, it is only a 
small average grade we can grant data.gouv.fr for 
its launch.“ (Regards Citoyens, 2011) This example 
again shows again the importance being placed 
upon open formats as a sign of a “good” open data 
policy. Tim Berners Lee’s 5-star rating has become 
much more than simple guidelines for opening 
data: publishing data in open formats regardless 
of the quality or the content of the data is taken to 
indicate that the open data program is conducted 
in a good direction.

In the case of the International Aid Transpar-
ency Initiative, the IATI standard has also become 
operationalized as a domain specifi c measure-
ment tool. The advocacy organisation Publish 
What You Fund has created an Aid Transparency 
Index (ATI) every year since 2011. The ATI, origi-
nally based on a manual survey of data provision 
by government aid donors, now uses indicators 
“selected using the information types agreed in 
the International Aid Transparency Initiative (IATI) 
standard”, and weights scores on 22 indicators 
at least 50% lower if the data is available, but not 
structured using the IATI schema (Publish What 
You Fund, 2011). The ATI retains considerable 
components of manual data collection alongside 
automated assessment of IATI data, yet it points 
to the way in which standards can infl uence the 
way in which assessments of transparency may be 
carried out. 

However, claims about what makes for ‘good’ 
open data performance are not neutral claims: 
they build in broad assumptions about who the 
primarily users of government data are, and how 
that data should be used. 

Confi guring Data Towards 
Advanced Users

As we have explored at the implementation of 
data standards in each of our cases, we have 
found tensions concerning how usable the stand-
ardised data is, and by whom. CSV, GTFS and 
IATI each place emphasis on a particular kind of 
machine-readability, and their use ultimately aims 
at reaching a certain type of user who has the 
capacity to achieve anticipated goals of the open 
data project. Indeed the main goal of many open 
data projects is framed in terms of encouraging 
reuse of published data to create websites, apps 
and services that in turn will generate economic, 
social and political value. This requires the data to 
reach users who have the technical skills to reuse 
the data, but also the potential capacity to create 
services without direct funding from public bod-
ies. For the open data project managers we inter-
viewed, there was a common identification of 
these users as professional developers inspired by 
the free/open source movement. As such, the use 
of open standards in the exchange of information 
was as much about a cultural practice that encour-
ages the development of ecosystems around the 
published datasets (Russell, 2014), as it was a prac-
tical step to make the data easier to work with. 
When publishing a dataset, an open data project 
manager in a French city explained she had to 
make choices on the format she will use: 

“I put the data in multiple formats to try to fi nd a 
balanced choice between a very raw format, for 
example CSV which is something very usable for 
developers even if it is a bit less for people who just 
want to see what the data look like.” 

(An open data project manager, French city)

Here the use of CSV involves a practical choice 
that orientates the open data policy. The choice of 
CSV format will increase the frictions for using the 
datasets by the general public who might be con-
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fused by the settings required to open the fi le. On 
the other hand, it may appeal to developers who 
can directly import the machine-readable dataset 
in the tools they use or create.

The same choice appears in the case of 
choosing the GTFS format. The complexity of 
using a GTFS fi le is far greater than CSV, as the 
dataset is divided in multiple related fi les. As a 
result it is mostly professional developers and 
transport specialists with the capacity to use 
data in this format. In a local transit agency, the 
choice of the format raised some concern that its 
complexity would reduce the user base to very 
skilled developers: 

“We release the data in a format which is really well 
done, it’s a Google norm but it can be very complex 
to understand. We told ourselves ‘the guy who will be 
able to release an app with that, is going to be really 
solid’”

(A database manager, local transit agency)

But the choice of this standard was also in many 
cases driven by demand from developers:

“Our problem was that we asked ourselves ‘but in 
format should we publish the data? GTFS?’ We did 
not really know. […] What we did, we went ask the 
developers but of course we discussed this between 
technicians and the developers told us ‘In our opinion, 
GTFS is a good format, popular, documented, easy to 
access, let’s start with that’”

(An open data project manager, local transit agency)

This quote indicates that the project managers fol-
lowed the recommendations of technically skilled 
developers in order to increase the usage of the 
data. However, had the project manager been in 
conversation with other potential data users, they 
potentially would have had other answers as to 
what would make the data more usable to them. 
Open data are thus often being calibrated to the 
expectations and needs of the users closest to 
the offi  cials releasing data: these relationships in 
eff ect acting against the implicit idea that open 
data should be confi gured to be equally open to 
all.

Goëta & Davies

In the case of IATI, there has been a long 
journey to bridge the needs of data providers 
and users. The early publishers of IATI data, and 
those involved in governing the design of the 
standard, were large government aid donors, 
with established ICT departments charged with 
generating their open data directly out of large 
Enterprise Resource Planning (ERP) systems or 
internal project databases. For these users, struc-
tured XML was familiar, and allowed fl exibility in 
expressing their data. However, the community 
of users around aid information is much less tech-
nically adept – consisting in analysts who are 
much more comfortable in using spreadsheets 
of tabular data than they are coding to work with 
nested data structures. As an increasing number 
of Non Governmental Organisations, with much 
more limited technical capacity, have entered the 
community of data publishers, there have been 
substantial eff orts towards the creation of tools 
and services that can work with IATI XML, either 
providing web interfaces that hide the underlying 
data formats entirely, or providing conversion 
tools that convert between IATI XML and CSV fl at 
fi le formats. Refl ecting on supporting publishers 
and users of IATI data, one member of community 
noted:

“When you start talking about XML and showing 
people what XML looks like, and [...] [how an] [...] 
XML fi le is diff erent to a CSV fi le, why it’s better to use 
XML rather than having lots of spreadsheets, they 
tend to start running for the door... But I think there 
are ways of explaining IATI and also publishing using 
something like Aidstream [an online publishing 
platform] where you don’t have to even engage with 
[...] XML.” 

(A member of the IATI support team) 
 

There is an explicit recognition around IATI of 
the need for intermediary platforms, which will 
sit between many users and the data. The same 
may be said to be true in the case of GTFS, where 
skilled users confi gure map-based interfaces or 
apps to allow others to access transport informa-
tion. However, whilst GTFS intermediaries tend to 
be converting data into information, the limited 
number of people in the community around IATI 
with in-depth XML skills leads to a layer of inter-
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mediaries converting data into data (Davies, 2010), 
reformatting from a shared structured standard, 
into a proliferation of non-standardised fl attened 
fi le formats. 

As open government data standards work to 
confi gure data towards advanced users, they also 
introduce other layers of infrastructure and inter-
mediation between citizens and the state. Contrast 
the direct request to government for information 
under Right to Information based transparency, 
in which the citizen is able to demand an account 
direct from the state, with the mediated access to 
information presented through OGD. Our point 
here is ultimately descriptive, not normative: 
in some cases, the OGD approach may deliver 
greater eff ective transparency – but we have to 
be attentive to the role that the operationalization 
of machine-readability and through open data 
standards is playing in shaping who has data, and 
how they can access it.

Discussion and Conclusions

When looking at the back rooms of open data, 
the requests that governments ‘use CSV’, ‘publish 
data as GTFS’, or ‘adopt the IATI standard for their 
data’ involve much more than a simple opera-
tion in which data producers would use the ‘save 
as’ menu item and switch the format. Instead, at 
a variety of levels, standards are substantively 
shaping not only the production of open data, 
but are also leading to quiet and localised trans-
formations of bureaucracies. We have seen how 
standards formats and schema are increasingly 
becoming indicators of the advancement of open 
data programs, and adoption of standards as part 
of open data publication is seen as a crucial part 
of enacting an open data agenda, realising core 
principles of making data machine-readable. In 
response, government officials are engaging in 
work processes to turn the spreadsheets used on 
the desktops of their colleagues, and the internal 
databases from specifi c departments, into stand-
ardised datasets optimised for a particular kind 
of machine-readability outside of the state: con-
structing their ‘raw’ datasets in the process. Medi-
ated via standards, the transparency delivered by 
OGD reveals one particular rationalisation and 
representation of the information held inside the 
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state, focussing on machine-mediated transpar-
ency, rather than transparency as a relationship 
between citizen, and account-giving state. The 
particular aff ordances of open data formats and 
standards, with their emphasis on machine-read-
ability, act as a fi lter on what can or can’t be easily 
expressed as part of OGD transparency. 

However, we must also recognise that the 
histories embedded in the formats and standards 
being adopted owe as much to politics as they do 
to technology. Though often appearing as recent 
creations, open data standards are embedded in 
much deeper information infrastructures (Star, 
1999). Each format and standard we have explored 
builds on legacy practices going back decades, 
whether at the level of formatting, as for XML and 
CSV, or at the level of the categories and classifi -
cations built into the standard, as in the case of 
IATI, and it’s reliance on terms derived from OECD 
political systems, and its data structure defi ned 
through a process of political negotiation. These 
histories are inscribed into each of the datasets 
created using the standards, although few data 
publishers or users may be consciously aware of 
them at the point of publication or use. For GTFS, 
for example, the fact that it can express timeta-
bles, but not public transport performance, for 
example, is rarely considered when it is selected 
as the format for publishing transport information 
(Rojas, 2012). Crucially then, and counter to the 
tone of much open data discourse, the ‘openness’ 
of open data does not mean that it is freed from 
past politics, or from previous generations of tech-
nology, which, through their role in defi ning the 
information infrastructures from which data is 
drawn and the standards via which its open incar-
nation is represented, continue to infl uence what 
gets expressed: what is made visible, and what, in 
eff ect, disappears when moving data from inside 
the organisation to the open data domain. 

Unlike the negotiated metadata standards 
for scientific data sharing, shaped within rela-
tively defi ned communities of practice, the open 
government data standards we have explored 
are generally experienced by the data workers of 
the state as fi xed points. Data workers are tasked 
to implement the standard, and organise their 
work practices accordingly, but they have limited 
practical capability to shape the standards around 
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their local needs. Indeed, incorporating user 
needs in the dataset is often experienced as prob-
lematic by data producers and standard-setters 
(Denis & Pontille, 2013). Divergent user require-
ments risk disruption to the abstract and idealised 
application of the standards, and threaten the 
goal of ‘frictionless’, globally interoperable data. 
Data standards can thus come to stand in place of 
dialogue with the community of potential users 
of data. Of course, it is not that these standards 
have no notion of the user. Choices made over 
the standards in our case studies confi gure the 
data (Woolgar, 1991) to advanced users with the 
skills to open and reuse them. The materiality of 
machine-readable datasets anticipates the skills 
and materializes a certain representation of the 
user (Akrich, 1992). But the standards in use also 
create multiple data publics (Ruppert, 2012): 
developers who can reuse the data to create 
services, advanced users who can open the dataset 
and do basic analysis and the general public who 
are expected to benefi t from the opening of data 
only via intermediaries, using what Ruppert (2012) 
calls “literary technologies” such as visualisations, 
maps, applications and online services to gain 
second-hand access to the disclosures made by 
the state. By making data machine-readable, open 
data standards, in theory, allow machines to join 
the cohort of “armchair auditors” (Ruppert, 2012) 
producing a particular notion of accountability in 
the transparency agenda of open data policies. 

Open government data standards also exist in 
a context that tightly couples the technical, social, 
and organisational with the explicitly political: 
policy commitments have been publicly made 
against open data principles. Yet, because open 
data is framed as being published for anyone to 
re-use, the test of successful publication cannot be 
any one specifi c use of the data, but has to instead 
be a proxy for potential usability of the data. Eval-
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uation of the standardisation and machine-read-
ability of data has increasingly become this proxy 
within OGD policy making. Yet, setting format 
standards as the metric for a good open data initi-
ative can leave the content of a dataset entirely 
out of the picture. Although a focus on schema 
standards brings in greater consideration of what 
the data contains, it still stands in for any evalu-
ation of OGD against ultimate goals of creating 
transparency, in which evaluations would need to 
address not only the broadcast of data, but also 
it’s eff ective receipt and re-use. 

The account we have offered in this paper 
provides an initial overview of just three diff erent 
standards, operating at diff erent levels within the 
growing landscape of open data. In drawing on 
empirical work to present a descriptive account 
of these standards in action at the point of data 
production, we have sought to contribute an 
open data component towards the called for 
development of ‘critical data studies’ (Kitchin & 
Lauriault, 2014), unpacking these data standard 
assemblages, and looking at their materiality 
within the context of public organisations. This 
is by no means an argument against adoption 
of standards: rather, it is an account intended to 
support constructive and critical approaches to 
their evaluation and adoption. Further work is 
needed to trace forward the consequences of 
these data standards assemblages, and current 
orientations towards the machine-readability of 
data, in producing new transparency regimes of 
the state. In these relatively early days of open 
government data standardisation, with a new 
layer of ‘open data infrastructure’ being built out 
through the work of policy-makers, technologists 
and data workers, developing these approaches 
to bring standards, their stories, and their possible 
consequences, into view, requires ongoing 
attention. 
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Abstract

We follow two biodiversity knowledge infrastructures that hold conceptual and practical inner 
tensions, and we argue that some of these diffi  culties emerge from overlooking local information 
and diff erent understandings of the term location. The ambiguity emerges from two basic concepts 
of space – exogenous and interactionist – that are both necessary yet readily suggest inconsistent 
practices – global standardization and local fl exibility – to organize location records. Researchers in 
both infrastructures fi rst standardized, digitized and globalized their records, then discovered inner 
tensions, and fi nally alternated between globally interoperable and locally fl exible records. Our 
story suggests a broader lesson: since both types of ‘location’ information are necessary; and since 
vast resources were already invested in globalizing knowledge infrastructures; then investing in local 
knowledge infrastructures and in alternating between both types of memory practices seems the most 
rational option, and a good way to resist epistemic injustice affl  icting local knowledge in peripheral 
localities.

Keywords: biodiversity, database, epistemic-injustice

Article

A Brief Introduction to 
‘Location’ Uncertainty

As these four special issues have argued, ‘knowl-
edge infrastructure’ is a fundamental emerg-
ing concept in Science and Technology Studies 
encompassing a variety of definitions and case 
studies, with identifi able common threads across 
this rich diversity (Karasti et al., 2016). For the 

purpose of our argument here ‘knowledge infra-
structure’ is broadly construed, as resources in a 
network form (Bowker et al., 2010: 98); and accord-
ing to Dagiral and Peerbaye (2016: 45): “This defi ni-
tion departs from the conventional representation 
of infrastructure as a mere machinery of “tubes 
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and wires”, to include a wide range of technolo-
gies and organisations that span large-scale sites 
and instruments devoted to scientifi c research”.

A number of cases studies – especially those 
linked to involvement of marginalized groups 
(Jalbert, 2016; Silver & Shavit, in press) – have 
considered ‘knowledge infrastructures’ in this 
broad sense, as do the two case studies elabo-
rated in this article. One basic and necessary 
element within nearly any knowledge infrastruc-
ture is spatial information.  Elsewhere, we have 
shown (Shavit & Griesemer, 2009, 2011) that 
‘location’ – perhaps the most basic and mundane 
term in science – holds a basic ambiguity. While 
employing the same term – ‘location’ – rigorous 
records of a biological process use two diff erent 
concepts of space – exogenous and interac-
tionist – committed to diff erent epistemic values 
– generalizable representativeness and compre-
hensive accuracy – that readily suggest incon-
sistent modes – global standardization and local 
diversity and flexibility – to organize location 
knowledge (Shavit & Griesemer, 2009, 2011). 
This basic ambiguity is especially relevant for 
long-term knowledge infrastructures, which have 
been shown to tackle inconsistent information 
organization on multiple aspects and dimen-
sions (Karasti & Baker, 2008; Karasti et al., 2002, 
2006, 2010). ‘Location’ ambiguity across long-term 
studies hinders reliable repeatability of an experi-
ment or survey (Shavit & Ellison, in press) and 
reproducibility of its results (Ellison et al., 2006). 

An exogenous concept of space stipulates 
that organisms’ effects on their locality1 - via 
their social structure, physiology, metabolism, 
behaviour and history – and can be safely ignored 
for successfully modelling and predicting their 
distribution (Guisan & Thuiller, 2005). An alterna-
tive, interactionist concept of space, stipulates that 
these aspects cannot be ignored since organisms 
and their environments are mutually co-deter-
mined.2 Adopting a certain concept of space 
signifi es a commitment, i.e. an actual expenditure 
of resources (Gerson, 1998: 25), to certain types of 
values, of a rational and social character (Longino, 
1990, 2004), and entrenched working procedures 
to coordinate the labour by using technology, i.e. 
computer-supported cooperative work (CSCW) 
(Gerson, 2007). 

An exogenous space is committed to revealing 
general distribution patterns, hence valuing repre-
sentative and generalizable data; on the other 
hand, an interactionist bio-space values a compre-
hensive and accurate data-set for a particular 
location. 

An example of an exogenous partition of space 
is regular quadrats according to randomly-chosen 
longitudes and latitudes. Human investigators 
defi ne a system of grid lines – latitudes and longi-
tudes – conventionally located with respect to the 
Earth’s poles, equator, and Greenwich, England 
as prime meridians, with elevations above or 
below sea level decided at some arbitrary date. 
Organisms are located in this framework regard-
less of their specifi c behaviour or metabolism and 
independently of the existence of that convention-
ally imposed description. The organisms do not 
attend to nor can they exploit, their “lat/long”.

An example for an interactionist partition is 
a polygon of borrows or landscape patches in 
accord with a gopher’s activity or tree’s presence. 
Under this concept, the organisms themselves 
causally contribute to the organization of the 
space in which they live. An organism’s position 
will causally depend on, or bear signifi cant relation 
to, its interaction with its environmental context, 
i.e., of places modulated or constructed by what 
the organisms in questions do, what their neigh-
bouring species do, and without regard to the 
conventions of humans that might study them. 
In this sense, space becomes also the product of 
the interaction of the organisms and their environ-
ments. 

This article emerges from an on-going involve-
ment with two long term biodiversity case 
studies. The fi rst case study was mainly conducted 
by following the MVZ’s (Museum of Vertebrate 
Zoology) surveys across California between 2005 
to 2008 yet our research continued until 2013; 
in the second case study we followed a national 
survey of “Hamaarag” across Israel from 2004 until 
2015. There is no explicitly written method for an 
involved philosopher of science, but it is an active, 
interdisciplinary and long-term line of work that 
builds upon the two basic meanings of ‘involve-
ment’: care and active engagement. In practice, 
it means a joint research process of several years, 
where the philosopher produces a description 
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of a scientifi c research process based on active 
participation in routine scientifi c fi eldwork – e.g. 
collecting spiders, writing trapping results etc. 
– and asking the scientists working beside her 
questions that are motivated by their mutual care 
– not necessarily agreement – on how best to 
obtain the goals of this particular scientifi c project 
and how the project’s knowledge infrastructure 
will best represent it. In addition to fi eldwork, the 
philosopher also sits on Principle Investigator (P.I.) 
meetings, recording these meetings while inter-
vening with questions that invite the scientist to 
critically refl ect on her description and analysis 
qua conceptual theoretician. For corroboration, 
repeated individual interviews with the scientists, 
each focused on practical understanding of one 
core concept, were recorded in addition to notes 
being taken. Each interview lasted one to two 
hours (typically the latter) and its fi ndings were 
re-visited throughout the years in order to track 
conceptual changes. Overall, there were 9 scien-
tists working on the MVZ’s project, for which 25 
in-depth interviews, 21 P.I. meetings and 6 long 
fi eldtrips were joined. In addition – sometimes 
in parallel – 9 scientists leading the Hamaarag 
surveys were similarly followed, via 23 inter-
views, 10 P.I. meetings and 4 fi eldtrips. Knowledge 
gained from the fi eldwork, meetings and inter-
views initiated a historical examination of how a 
particular scientifi c practice and concept came 
to be. For example, observing a certain method 
being used in the fi eld, and hearing its rationale of 
use, triggered a study on its original context of use 
and disuse. This micro-historical work was done in 
the MVZ’s archive 3, presented online and its hard-
copies located in the museum’s main gallery, in 
addition to asking the American or Israeli partici-
pating scientists to send all their old emails and 
meeting minutes regarding that research project 
and research method. These historical results were 
later brought back to the scientists for short refl ec-
tions upon their original thoughts and rationaliza-
tions. 

Such an involved method may be relevant 
to scientists, HPS (history and philosophy of 
Science) and STS (Science and Technology 
Studies) scholars, as well as to any academic who 
seeks a more pro-active and interdisciplinary 
academia. Regarding pro-activity, since biodiver-

sity researchers are often involved in conserva-
tion and public engagement, an involved method 
can easily lend itself to resist epistemic injustice. 
Epistemic injustice (Fricker, 2007) is a wrong done 
to someone due to a biased perception of her 
capacity as a knower. Production of knowledge 
by academic and laypeople working side by side 
with mutual recognition gives room for local 
knowledge that is often silenced, and hence it is 
one way of resisting epistemic injustice. We also 
ask whether certain ways to organize the data – 
e.g. top down versus bottom up – lend themselves 
more easily to such an involved research. 

In the following case studies, the fi rst presents a 
more exogenous concept of space and a more top 
down mode of organizing location information 
while the second – a more interactionist concept 
of space and a more bottom up mode of organiza-
tion – yet the scientists in both cases thought well 
in advance about their knowledge infrastructure. 
Both found these two concepts of space necessary 
for an accurate and generalizable location record, 
yet both fi rst invested most of their informatics 
resources in fi tting their data to a single interoper-
able data model and later recognized its inherent 
tension. Both resolved their ‘location’ uncertainty 
data in a manner that emphasized the interplay 
of local workarounds alongside universal inter-
operability – instead of choosing one or the other 
– which eventually opened new possibilities for 
scientifi c research as well as for resisting epistemic 
injustice. 

Case Study I: The Museum 
of Vertebrate Zoology

A History of Methodologies in a Natural 

History Research Museum

The Museum of Vertebrate Zoology (MVZ) was 
established at the University of California, Berke-
ley in 1908 by the patron and entrepreneur Annie 
Alexander and the scientifi c director Joseph Grin-
nell (Stein, 2001). Grinnell noticed the rapid demo-
graphic and economic changes in California, 
argued that theses trends unfold a natural experi-
ment in species distribution and evolution (Grin-
nell, 1917), envisioned his museum as a supplier of 
facts for describing these changes, and guided by 
his expert advice on how best to handle them, he 
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described an aim of: “serving as a bureau of infor-
mation within our general fi eld” (Grinnell, 1935: 
2). More specifically, the museum researchers 
and students were to conduct a series of rigorous 
descriptions of species and sub-species distribu-
tions in the same location over time “with appli-
cation of the ‘laboratory method’ out of doors 
as well as in the Museum” (Grinnell, 1935: 1). The 
laboratory provided a global method, a “placeless 
location” (Kohler, 2002), and applying this univer-
sal standard to specifi c places (Kohler, 2012) and 
to the idiographic narrative style of natural his-
tory research had just began. Grinnell was so keen 
on implementing such new technologies that he 
defi ned it as one of the duties of a museum direc-
tor: “Be alert for improvement of methods in every 
department” (Grinnell, 1929: 5).

In line with this duty, a huge eff ort was devoted 
by Grinnell and the MVZ staff  to build standard-
ized, detailed protocols for almost every aspect 
of work in the museum (down to the kind of ink 
and paper to use). There was an 8-page written 
standard for recording observations in a fi eld note 
journal (Grinnell, 1938) and yet another 5-page 
protocol specifying the structure of species infor-
mation on small tags and index cards (Wythe, 
1925). This minute procedural decision to distin-
guish between two techniques to record a species’ 
location – open-ended fi eld notes versus stand-
ardized cards – is a crucial point in our story, one 
we shall return to. 

Diligent execution and updating of this 
distinction enabled the MVZ to function for: “the 
promotion of wildlife conservation and manage-
ment on a biologically sound basis of fact and 
principle,” (Grinnell, 1938) and “to establish a 
centre of authority on this coast” (Grinnell, 1907). 
The MVZ as a whole functioned in ways aptly 
described by Latour’s (1999) ‘centre for calculation’, 
and its specimens as powerful ‘boundary objects’ 
(Star & Griesemer, 1989). 

In 2001, in preparation for the museum’s 
upcoming centennial the museum vision was 
re-visited and the idea of a “Grinnell Resurvey” was 
born (Senior staff , March 28, 2006 and May 1, 2006 
interview).  Studying this resurvey reveals some 
of the basic commitments and values entrenched 
in practice of MVZ researchers and information 
managers. The MVZ’s tradition values rigorous 

and self-recorded work style. When a trap line is 
set in the fi eld its specifi c setting and its method 
and eff ort of study are all meticulously recorded in 
one’s fi eld notebook journal. There one describes 
-– and if possible quantifi es – properties of the 
specific locations encountered throughout 
that day: their landscape, weather, snow level, 
dominant plants, soil, sampling method and the 
eff ort of detection. 

In addition, the MVZ held an extensive collec-
tion of material objects, i.e. specimens, tagged 
and stored in cabinets. The tag, sometimes called 
specimen label, is a small piece of paper attached 
to a specimen in the fi eld. The tag was the crucial 
evidence guiding the handling of the specimen 
later on, upon its arrival at the museum, and its 
structure and content was specifi ed and standard-
ized (Wythe, 1925).

Once the specimens were brought in from 
the fi eld, their location as indicated on the tags 
was entered into the MVZ’s collection in the 
format of index cards and was never supposed 
to be changed or corrected, “and so, reversely 
the student [of today] may quickly trace back 
again from any particular specimen its history, by 
referring to the card catalogue and fi eld notebook” 
(Grinnell, 1910: 35). Changing the card wording 
might break this chain of reference (Gannett 
& Griesemer, 2004; Latour, 1999). For Grinnell, 
a specimen without such contextual informa-
tion is considered “lost. It had, perhaps, better 
not existed” (Grinnell, 1921:108). To add visual 
context, thousands of photographs were taken (of 
habitats, localities and specimens) and hundreds 
of maps were drawn. All these items were stored 
in the MVZ archives and all are traceable to each 
individual specimen stored in the collection, 
since, Grinnell argued, we never know what type 
of record will be required in the future (Grinnell, 
1910: 34-35).

Grinnell stressed the need to use both the 
narrative, local description in a fi eld notebook 
journal and the standardized description on 
a small specimen tag, yet he introduced this 
distinction only to facilitate the widest utility of 
collected material. Although standardized infor-
mation might be suffi  cient for some taxonomic 
purposes, the narrative notes might be of broader 
signifi cance to studies of ecology, evolution and 
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conservation —specimens merely documenting 
the presence of a given species in an ecological 
context (Griesemer, 1990). 

After Grinnell’s sudden death in 1939, surpris-
ingly, little has changed in the Museum’s meth-
odology. The primacy of an abstract, context-free 
point on a universal and standardized grid of 
longitudes and latitudes, referenced by a number 
with an unequivocal interpretation, began only 
when the museum collection was digitized. 
Throughout the late 1970’s the MVZ collec-
tion records were entered into a computerized 
database and by 1998 it was the fi rst collection of 
modern vertebrates in the world to go online. 

One of the forces motivating computeriza-
tion of records was the passage of several envi-
ronmental laws in the fi rst half of the 1970s. ‘The 
National Environmental Policy Act’ (NEPA), signed 
on January 1, 1970 by US President Richard Nixon, 
required that a statement assessing environmental 
impact (EIS) on species must be fi led prior to any 
major US federal act. The Endangered Species Act 
(ESA), signed by Nixon on December 28, 1973, 
likewise created a need for information about 
species distributions for land developers and 
business entrepreneurs. Soon thereafter a boom 
of private companies specializing in assessing 
environmental impact emerged, and they started 
arriving at museum collections looking for infor-
mation. In 1972 the American Society of Mammal-
ogists responded by establishing a committee on 
Information. That committee, which included an 
MVZ representative, established a common set 
of standards for database development across all 
American collections. In the same year, the NSF 
founded a new program under which museums 
could apply for funding of cabinets, fumigation 
equipment, etc. to maintain their collections. 

However, if the MVZ were to continue its role 
as a “centre of authority,” it not only had to store 
information but also to supply it quickly and 
effi  ciently to the public. Luckily, the technology 
to do just that was already spreading in the life 
sciences. Mainframe computers became routinely 
used in the mid 1970s, and the NSF responded by 
expanding its existing funding program to include 
information technology. The director of this NSF 
program, William Sievers, encouraged James 
Patton of the MVZ and Philip Myers of the Univer-

sity of Michigan to jointly propose a grant to 
computerize the MVZ’s and the University of Mich-
igan’s collections and make available a database 
management system for all other museums. In 
1978 they received an NSF grant for retrospective 
capture of information on the Mammalian collec-
tion. 

The grant compelled the museums to decide on 
the types of information to record in the database. 
Given that the free-text locality information of the 
fi eld journal would be hard to code in a system-
atic way, decisions about what information to 
record in the database entailed trade-off s in future 
searchability of information about locality and 
required, in turn, a decision comparing the relative 
signifi cance of diff erent types of ‘location’. Specifi -
cally, and practically, the question of what location 
information to code in the database was whether 
‘locality’ information would be extracted from the 
fi eld journal, the index card or both? It was then, 
for the fi rst time, that an implicit commitment was 
made to a single concept of space – exogenous 
from the local landscape and its inhabitants 
rather than sensitive to it – for recording a species 
‘location’ in the database. From then on, ever-
increasing resources were allocated to recording 
an exogenous concept of location. 

One reason for that choice was informatics-
based. The information that the database software 
(TAXIR: Taxonomic Information Retrieval) could 
query needed to be highly standardized and 
organized within a single table (“flat file”), in 
addition to taking as little space as possible, given 
the processing power and storage limitations of 
1970s mainframe computers. The short, standard-
ized descriptive locality recorded on the specimen 
tag fi tted that technical demand nicely, while the 
intertwined, context-dependent, free-text record 
in the fi eld journal could only be stored but not 
searched or queried in a fl exible manner. However, 
the main reason to leave aside the localized fi eld 
notes did not involve software or hardware. It was 
the legal and economical burden the EIS’s and 
ESA’s put on the protection of species (rather than 
niches or habitats as Grinnell and others recom-
mended (Grinnell, 1910), hence the NSF’s explicit 
interest – and consequently Patton’s and Myer’s 
explicit focus in their proposal – in the specimen 
collection, which – by Grinnell’s own stipula-
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tion– was available fi rst and foremost from the 
specimen tag record. For that purpose, the fi eld 
journal lacked information – such as museum 
catalogue or accession number – and held vast 
ecological information that was time consuming 
to retrieve. 

In 1980 the MVZ’s database became operable. 
That is, a person sending a question by mail – e.g. 
which species were found in Yosemite National 
Park – could receive a written answer within a 
few days after his query was entered into the 
mainframe computer. As a result, queries about 
a taxon – e.g. genus, species, sub-species – found 
at a certain point on a map could be answered 
quickly, while all the environmental, geograph-
ical and historical information contained in 
and distributed among the fi eld journals about 
that species at that time/space point could not, 
because it was not machine searchable. De facto, 
this meant, according to anecdotal comments of 
current MVZ staff  members, that queries about 
the extensive locality records stored in the fi eld 
note journals were reduced from that point on. 

“Backgrounding” this large source of ecological 
information did not raise any complaint from most 
database users concerned with species distri-
bution questions. This implied that an abstract 
point locality became not only necessary but also 
suffi  cient for many queries utilizing the museum 
collection. To be sure, some behavioural ecolo-
gists and systematists interested in small-scale 
questions still routinely read fi eld journal informa-
tion – typically photocopied and mailed to them 
by an MVZ curator – yet most queries relied on the 
database as the primary, and sometimes only, way 
to describe species location. 

In 1997 a new programmer analyst presented 
a new, relational data model for the collection. 
This database defi ned not only multiple search 
attributes for each specimen record – e.g. its 
location and name of collector – but also defi ned 
relations between these attributes, such as: when, 
where and who collected that specimen. A rela-
tional database allowed fl exible queries, and was 
designed to be complete, i.e. contain records of 
all specimen tags alongside fi eld journal entries, 
photos, maps and more. Yet, however ambitious 
and carefully planned, the database’s data model 

could not interoperate with such open-ended 
records as the fi eld journals. 

In 1998 an online database system was jointly 
developed with the Alaska museum. “Arctos” is 
still the largest multi-institutional database of 
natural history research museums, integrating 
data from thirteen universities. Now that anyone 
with internet access could quickly and effi  ciently 
query the collection, many more did so, yet only 
queries about location that assumed a regular 
grid with standardized meanings for each term, 
unequivocally (and automatically) assigned to a 
set of data fi elds defi ned by the data model, could 
be answered by Arctos. The specimen tag records, 
along with lat/long coordinates, fitted these 
requirements, while the field journal descrip-
tions did not. As seen, Grinnell’s original tags did 
not mention lat/longs and typically referred to 
the area around the campground (sometimes 
even to a whole county). To improve the resolu-
tion of these location records in the database, 
the programmer analyst developed a sophisti-
cated georeferencing algorithm and protocol, 
which allowed one to assign a GIS map point 
with a maximum error distance (degree of uncer-
tainty) to each historical locality in the collection 
(Wieczorek et al., 2004). Finally, a standardized 
location point seemed to be comparable with 
current and future location recorded by GPS lat/
long methods. It was hoped that whatever uncer-
tainty remained could be reduced by reading the 
fi eld journals (by now scanned and posted online, 
but still not searchable), applying auxiliary infor-
mation to the georeferencing procedure, and thus 
shrinking the error distance around each point. 

Thirty-fi ve natural history museums worldwide 
record localities via this georeferencing protocol 
created at the MVZ, attesting to the over-
whelming entrenchment of one concept of space 
as suffi  cient for recording a location outdoors: 
an abstract, universally standardized and biolog-
ically-exogenous point on a GIS map. Problems 
arose, however, when someone had to actually 
replicate a visit to the same outdoor location years 
later by following these lat/long coordinates. This 
line of fi eldwork at fi rst did not turn ‘location’ into 
a problem, but only meant more work for those 
diligent researchers who went the extra mile 
and interviewed old collectors or read old fi eld 
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notes. What MVZ staff  often called “the problem 
with locality” (Shavit, observation during weekly 
Resurvey meetings during 2005-2008) did not 
arise until ‘replication’ became an institutional 
problem, i.e. until the “Grinnell Resurvey” project 
demanded in the spring of 2003 an actual return 
of various researchers to hundreds of survey sites 
across California after nearly a century. 

From an informatics infrastructure perspec-
tive, the late 1990s and early 2000s seemed like 
the right time for such a move, as new computer 
technologies became available in the fi eld. For 
measuring a locality, GPS receivers had become 
cheap enough to replace the heavier combination 
of map, compass, and altimeter; and for recording 
locality information, Palm Pilots and laptops 
equipped with spreadsheet software increasingly 
replaced handwritten fi eld journals. The new tech-
nologies produced mostly numbers and abbre-
viations instead of narrative free-text descriptions. 
These new tools became extensively used in the 
Grinnell Resurvey project, and consequently 
the protocols for recording ‘locality’ in the MVZ 
were changing in important ways, some of them 
creating new challenges.

One must record new GPS data fields, e.g. 
precise longitude and latitude, datum, and device 
accuracy. This makes sense: without such GPS 
data-fi elds, using GIS mapping systems is unreli-
able, and without GIS maps computers are limited 
in power to represent and predict species distri-
bution. However, this can also produce a common 
– and often unnoticed – problem. An MVZ senior 
naturalist explains: “…if a locality couldn’t be 
located at a [GPS] geographic scale sufficient 
to be usable by the scale of the GIS layer [repre-
senting the spatial distribution of variables such 
as temperature, precipitation or elevation], then 
the model derived by the combination of those 
diff erent data would likely be in error, the extent of 
which would not be known.  Georeferenced locali-
ties can thus give a false sense of security, unless 
they are located at a scale appropriate to the 
other information with which they are associated” 
(Information manager, interview on September 3, 
2008). 

To allow interoperability between the georef-
erenced and the fi eld journal’s ‘location’ descrip-
tions, the journal’s information was mined and 

transformed to a standardized format. Locality 
information that was sensitive to a given species 
in a particular ecological and social context was 
transformed into a set of tables and data fi elds, 
each with a standardized meaning and structure. 
Moreover, location information previously readily 
integrated with species locality information, 
such as habitats across the trap line, is now sepa-
rately mined in order to be incorporated into 
the database. The increasing prevalence of data 
standardization in current museum work led most 
MVZ researchers to record what they regarded as 
their most important data, in private spreadsheets 
– the analogue of the old fi eld journal, although 
they were aware that such data are very likely 
to become inaccessible after a few years due to 
obsolete software or lack of metadata. 

The net effect of these technology-induced 
changes in practice and in protocols for data-
mining the fi eld journal, actually deepened the 
gap between these two concepts of space, one 
exogenous to the research subjects but readily 
coded in the museum’s online information infra-
structure, the other sensitive to the subjects and 
their context, but hard to code and not interoper-
able between information systems. The result of 
this data-mining process was several databases 
on different locations (e.g. Yosemite National 
Park, Lassen Volcanic National Park, etc.), which, 
in contrast with implicit expectations, did not 
successfully link to the main MVZ database. Why? 
Because history matters: these local databases 
originated from the notebook narrative culture 
while the data model of the database originated 
from structured tags; each type of record was 
recorded at diff erent stages of the fi eld work, for 
different objectives, suggesting different data 
fi elds for recording locality data, diff erent part/
whole relations between data fi elds, leading to 
different, non-interoperable formats. Mining 
information from fi eld journals thus did not bring 
about data interoperability, yet, it did further 
marginalize the concept of space embedded in 
the journal by rendering researchers even less 
compelled to invest time and eff ort in the original 
fi eld journals.

At this point it may seem the researchers were 
left with the worst of possible worlds: a globally 
representative, standardized and mechanically 
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objective (Daston & Galison, 2007) record is 
heavily used while inaccurate on multiple aspects 
as mentioned above; whilst a locally compre-
hensive and judgment-based accurate record is 
decreasingly accessible as researchers become 
accustomed to receiving their machine-based 
answers after 1 minute. Ironically, the harder the 
MVZ staff  tried to apply Grinnell’s vision, the faster 
it seemed in some respects to fade away.

Minding the Gap, Local Workarounds and 

Universal Interoperability

We have argued so far that examining the his-
tory of the MVZ’s use of two concepts of space 
can explain, at least in part, how and why a lack 
of data and metadata interoperability emerged 
within the museum’s informatics infrastructure. 
This is one reason why history and sociology 
can be useful for biologists: minute contingen-
cies, historically entrenched in their routine work, 
brought about this conceptual gap, and it was the 
biologists themselves who uncovered this practi-
cal and conceptual “problem of locality” through 
careful study and refl ection on their own histori-
cal records and documents. In this section, we 
discuss how their continued attention to institu-
tional history, sociology and conceptual meaning 
is resolving the problem. We argue that resolu-
tion involves minding the gap for the purpose of 
“bridging” it rather than generally “closing” it, by 
a practice of “local workable alternation” rather 
than “universal interoperability”.

An institutional response to the locality-inter-
operability challenge surfaced when the MVZ 
director, the PI for digitizing MVZ collections, the 
bioinformatics programmers and the georefer-
encing manager agreed that the way to ‘“connect’” 
the diff erent locality records and make them less 
vague would not be to rewrite them all as various 
kinds of database records with GPS measure-
ments. Instead of unifying all location descrip-
tions, the MVZ resurvey team decided to return to 
Grinnell’s alternating vision: “These fi eld notes and 
photographs are fi led so to be as readily acces-
sible to the student in the museum as are the 
specimens themselves” (Grinnell, 1910: 34). 

Since 2003, a large portion of the fi eld notes 
and photographs have been digitized and posted 
online, yet posting did not make this informa-

tion readily accessible in the sense one expects 
of queries to relational databases, because the 
posted notes were not linked with particular 
specimens. Since 2007, the GReF (Graphical Refer-
encing Framework) project began to link every 
specimen in the collection with the journal fi eld 
note page(s) on which it is described. Trained 
undergraduate students read the online field 
notes and whenever they come upon a specimen 
number, a date or a location, they tag it elec-
tronically. Later, a link is made to every place 
in the database where this number, date or 
locality is mentioned. The result is not interoper-
able in the strict sense, because one does not 
receive a machine-produced answer to one’s 
query. However, a satisfying resolution is indeed 
achieved since one can click on a link from a single 
specimen page and reach a page in the journal 
narrating how it was collected. The researcher 
can thus quickly work back and forth – alternate 
– between the two kinds of information, posing 
structured queries in one and reading free-text 
descriptions that answer diff erent questions in 
another. 

Since both concepts of space are expressed 
through diff ering practices to organize location 
records – universal standardization and local 
fl exibility – and since both these practices were 
necessary for re-using Grinnell’s and the re-survey 
information, one can and must alternate between 
them while juxtaposing their different record 
types. GReF did not invent workable alternation – 
Grinnell alternated between tags and notebooks a 
century earlier – but it did exploit computer tech-
nology infrastructure to greatly speed it up and 
make it widely and freely accessible. 

The story we have told here is not a part of a 
global transformation from the theory-driven goal 
of understanding species distributions to a data-
driven goal of practically responding to climate 
change. Grinnell and his successors shared a vision 
of a universally useful information infrastructure 
that was based on their own, centralized contribu-
tory expertise (Collins & Evans, 2007) and in that 
sense, the successors have held true to Grinnell’s 
legacy and initiated the resurvey as a fulfi lment 
of that legacy. But the resurvey participants also 
brought new perspectives to bear, due in part to 
the transformations of ecological science, in part 
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to changing technologies – especially the intro-
duction of digital computers, relational databases, 
global positioning satellites and receivers (GPS), 
and GIS maps, and in part to changing political 
interests in climate change and pressures that 
placed a premium on rapid access to data on 
species distributions. These scientifi c, technolog-
ical, and political changes led to tensions when 
new methods and protocols were brought to 
bear ostensibly on the Grinnellian project, which 
we explored here through the lens of ‘location’ 
meanings and records. These changes, however, 
should not be described as replacement of one 
set of practices by another, but rather as a more 
complex articulation of concepts and practices 
derived from the transformation of ecology, 
society, technology, and their intertwined infra-
structures.

 

Case Study II: Hamaraag’s 
Landscape Modulator

A Research Project Turning into a Moni-

toring Institution

In 2001, while the MVZ’s senior staff  began think-
ing about an NSF grant that would sustain the 
Grinnell resurvey, another group of prominent 
ecologists on the other side of the Atlantic began 
writing their own ISF (Israel’s Science Foundation) 
proposal on species response to climate changes 
and to the presence of a landscape modulator 
(LM). An LM – typically a perennial primary pro-
ducer – constructs a patch in the landscape that 
aff ects abiotic variables (e.g. soil moisture, tem-
perature etc.) around its location and thus may 
filter the presence of other species from other 
locations (Shachak et al., 2008).

It began in 1999, with three ecologists, one from 
a research university and two from Israel’s Nature 
and Park Authority, who agreed on a common 
theoretical interest: to test the LM model as a way 
of better explaining and managing biodiversity 
across diff erent spatial scales. Thinking about the 
LM model required additional fi elds of expertise, 
which added four more researchers from three 
different academic institutions. They all knew 
and appreciated each other from years back, with 
discussions starting more than two years before 
the actual proposal submission. A fi rst draft was 

completed and distributed within the group on 
September 2001, yet it mainly revealed the need 
for further clarification. Discussions continued 
and in November 2002 a formal proposal was 
submitted for the ISF’s centre of excellence. 
Three paths were suggested for testing the LM 
model – mathematical modelling, experimental 
manipulation and analysis of observations along 
the Israeli gradient – yet only the middle section 
– won funding.4 Hence, although the researchers 
originally planned for a national database to facili-
tate the information emerging from their nation-
wide experiment, the funding forced them to 
allocate their own limited private funding for the 
heavy task of building a group database, which 
meant that during the planning period and the 
fi rst year after receiving the ISF grant, the data 
remained within private excel sheets rather than 
being shared. On November 2003, when the MVZ 
researchers set up their red truck and Sherman 
traps to leave for Yosemite Valley and repeat Grin-
nell’s localities, the ISF grant number 1077/03 
became operable and data production and organ-
ization began.5    

Similar to the MVZ’s conceptual and practical 
location-deliberation over how best to repeat 
their survey, whether to revisit a single trap, 
a transect line or a nearby habitat, these LMB 
(Landscape Modulator Biodiversity) researchers 
discussed whether to re-sample individual traps 
within a patch, individual patches, patch-types 
within a plot, a bounded box plot (1000 m2) or 
an LTER (Long Term Ecological Research) station 
(20,000 m2). By 2005 additional LTER stations 
joined the group, they re-named the project 
Hamaarag6 (in Hebrew ‘The Web’), and designed 
together an offi  cial logo with a symbol of Israel-
LTER (Long Term Ecological Research). Toward 
2007, when both ISF and NSF funding period were 
nearing their closure, the Grinnell Re-survey team 
utilized the MVZ’s Alexandra foundation funds to 
maintained their original course, while Hamaarag 
seemed to be changing its course: some ecolo-
gists with a more theoretical stance began to miss 
P.I. meetings, a few conservation biologists and 
governmental offi  cials joined, and other founding 
ecologists changed their titles to ‘Board Directors’ 
rather than ‘Principal Investigators’. 
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As a general tendency, the project now became 
dependent on ministry and private funding.7 
Since January 2007, and especially after the ISF 
funding ended in October 2008, the fi eld-proto-
cols and data-models became focused on moni-
toring rather than experimentally testing a model, 
and the main mission turned out to be providing 
intensive, rich and reliable data (Karasti et al., 2010) 
for evidence-based national management rather 
than a basic theoretical synthesis. To symbolize 
this gradual change, in 2010 a director who was 
not a trained biologist was appointed, and in 
2013 the new logo lost any mention of the LTER 
network, the offi  cial name slightly changed to 
Hamaarag, and almost all the data were collected 
outside the original LMB research stations. 

The product of all this monitoring work is, fi rst 
and foremost, an annual comprehensive report 
freely downloaded from Hamaarag’s website 
and actively presented to relevant governmental 
offi  cials. In addition, Hamaarag conducts many 
other activities to increase accessibility of its 
results, with an explicit aim to reach policy makers 
and enforcers at all levels rather than only scien-
tists (Shavit, observation during Hamaarag’s 
meeting on September 4th, 2012 and January 10th, 
2013). Hence the dominant printing language 
is Hebrew for the Hamaarag and English for the 
LMB. After 12 years, it seems the scientifi c transfor-
mation is complete: from a theoretical and ques-
tion-driven study to a practical and data-driven 
information infrastructure for national conserva-
tion. 

We, the philosophers involved in this study, 
would agree about the result; we would also agree 
about the socio-political pressures mentioned 
above that contributed to this result. All this is 
relevant, yet we claim not suffi  cient, for telling 
the story of this project. Tracking the changing 
structures of the project’s information infrastruc-
ture will tell us a deeper and more complicated 
story of memory practices (Bowker, 2005). That 
is, a knowledge infrastructure, in particular an 
online database targeting biodiversity in the 
face of climate change, is not a mere object but 
a dynamic and context-dependent network of 
commitments and choices, and the particular 
structure of organizing its ‘location’ information 
can reveal what these researchers are committed 

to remember and what they choose to forget 
(Bowker, 2005: chapter 3). 

In particular, building an information infra-
structure that assumes a single hierarchy of 
‘part’/‘whole’ among all LTER stations and a 
top-down standardization of all the diff erent ways 
to describe a location, was not consistent with 
the LM’s interactionist concept of space nor the 
international LTER tradition of diverse and fl exible 
e-data structures (Karasti et al., 2006). This inner 
tension – to be elaborated below – can explain, at 
least partly, the project’s continuous underuse of 
its databases and its shift toward a location-based 
monitoring program. The next section will illus-
trate our claim that following the structure of the 
project’s memory practice may help to explain this 
chain of events, and it does not suffi  ce to follow 
only the politics of funding or data-ownership. 

Database Genealogy 

This section will illustrate how deserting a top-
down information infrastructure and instead ena-
bling a localized bottom-up approach enabled 
new scientifi c questions, new working protocols 
and an opening for an involved citizen-science 
project within a national monitoring program. In 
order to support this claim about the relevance 
of information infrastructure for shaping scien-
tifi c questions, models and practices, we will now 
briefl y unfold its “infrastructure time” (Karasti et 
al., 2010). 

As already mentioned, during the planning 
time-period of 2001-2002 the question of organ-
izing the data for analysis of multiple users was 
raised and discussed, yet none of the P.I.’s had 
formal experience in information management 
nor suffi  cient funding for establishing a long-term, 
large scale online database from their own private 
research.  In 2005 a bright young student began 
his third year of studying physics and computer 
science at the Hebrew University of Jerusalem. 
During that year, he decided to apply his program-
ming skills, acquired through theoretical training 
in the university and practical experience in the 
High-Tech industry. After some time searching  
he found a place at the department of Evolution, 
Ecology and Systematics (EES), with a senior theo-
retical ecologist who was also one of the project’s 
P.I.s (Principle Investigators). In August 2005, 
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the young programmer was hired to design and 
operate the project’s database, and his MSc thesis 
was supposed to interoperate data from this 
database to help build a theoretical synthesis that 
would be relevant for all the P.I.’s involved in the 
project. He devoted a semester to taking ecolog-
ical courses and meeting field ecologists, and 
on January 2005, the programmer presented his 
initial design, received comments and the general 
approval of all the P.I.’s present, and began to work 
on making the database operable. 

In May 26, 2005, all P.I.’s received a short email 
from the senior theoretical ecologist asking them 
to move onto the next step, that is, send their 
and their students’ data in order for the student 
programmer to “develop the database for the 
synthesis of the ISF data” (P.I.’s email exchange, 
May 26, 2005. Our italics). In the long email 
exchange that followed, concern was raised over 
the conceptual scale of the student’s synthesis 
and the timetable of its publication. Regarding 
the scale, some were not sure whether the data 
currently available could answer in a satisfac-
tory manner such a broad question (P.I.’s email 
exchange, May 28th, 2005). Others expressed 
concern over the extent of the original data left 
unpublished for other members of the group – 
especially graduate students – if the synthesis 
were done before their student’s manuscripts 
were sent (P.I.’s email exchange, May 29th, 2005). 
When the P.I.’s were asked to identify which data 
sets should be left outside the synthesis, what was 
left was neither general nor interesting enough 
for the young programmer and his advisor to work 
on. When the programmer was asked to distin-
guish the database from the synthesis, it became 
clear the former was designed for the latter, hence 
a strict separation was not practically feasible. 

All the senior scientists involved knew each 
other for years, had mutual appreciation, cared 
about the project, successfully overcame previous 
rounds of passionate theoretical debates, repeat-
edly declared that their disagreements were 
not personal (Email exchange on May 30th, June 
2th, and during multiple P.I. meetings) and were 
committed enough to drive long distances for 
face-to-face talks on June 17th and 21st, 2005. In 
short, a resolution seemed certain enough to joke 
about: “given [assuming?] that we are dealing with 

a reasonable group of scientists, I am guessing 
that some compromise is possible” (P.I.’s email 
exchange on May 30th, 2005). 

Yet despite all eff orts, a lockdown occurred, 
partly because the agreed original plan was for 
only one interoperable database for all LTER 
stations to test a single unifying theoretical LM 
model previously discussed for nearly a year. At 
each LTER station a diff erent P.I. invested much 
time and eff ort in producing information to test 
the same LM model while organizing its location 
data and metadata differently. Reasons for 
metadata diversity are themselves diverse: a) the 
LM species diff ered among sites (e.g. Common 
Oak (Quercus calliprinos) at the Meron station 
and Negev Hamada (Haloxylon articulatum) at 
the Avdat station), b) hence constructed patches 
that looked different and denoted different 
within-patch-type hierarchies (for example a 
three layer ‘woody’-‘periphery’-‘open’ for Oak 
trees and a ‘woody’-‘open’ dichotomy for Hamada 
bushes, Programmer’s internal report, December 
27th, 2006); c) the fi xed plots rendered a lat/long 
description not necessary8; d) the abilities of the 
project’s database manager9 and finally e) the 
global LTER network is characterized by a mixed 
bottom-up knowledge infrastructures (Karasti et 
al., 2010) and highly diverse data-sets are highly 
common in eco-informatics (Michener & Jones, 
2012). 

Given an agreed need for a spatial hierarchy in 
the database between the sampling units – trap, 
patch, plot, site, country – but with no agreed 
mechanism on how to parcel it,10 and given a 
single overall synthesis as an agreed common 
goal but with no agreed temporal mechanism on 
how to parcel its part/whole relations, a spatio-
temporal gap between the P.I.s seemed inevitable. 
Should the researchers change how their spatial 
data were organized for the database to be able to 
automatically aggregate and compare their data? 
Will it still answer their questions? Should the 
graduate students donate their data to support 
the overall synthesis or should the synthesis study 
await the publication of their results? 

Given the eff ort already invested by the P.I.s and 
their students in collecting and storing the infor-
mation in a certain way, it was perhaps rational 
on their part not to begin investing in alternative 
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suggestions in various possible worlds: two types 
of synthesis, two interoperable e-infrastructures, 
or waiting for all the ‘partial’ or ‘small’ questions 
– site or taxon specific – to be answered and 
published before the overall synthesis would be 
attended to. 

Therefore, although all the P.I.’s wanted to reach 
an agreement and render the project successful, 
something had to give, given their goal of a 
common single model and yet the theoretical and 
methodological diversification it facilities; and 
given their goal of a common standard to interop-
erate their e-data and yet their diverse metadata 
at each site-location.

Most P.I.s were linked to a LTER station, and 
thus could continue their work without a uniform 
organization to their data. Eventually, not enough 
data were sent to that database and it was never 
completed. The programming student offi  cially 
left the project on August 2005, and without an 
interoperable database to work on, his advisor 
also became less involved. 

It took a while to fi nd a replacement, during 
which data were curated on a site-by-site basis. 
On November 2007, a second database manager 
was hired. This time, no confl ict of interests was 
expected since the database manager had no 
research interests invested in the database, and 
data and metadata interoperability was expected 
since he was a well-experienced informatics 
person. Indeed, no confl ict occurred, yet the new 
attempt for a single standardized, all-encom-
passing database, even when detached from any 
theoretical synthesis aspirations, still did not hold 
much of the project’s data and most of the data it 
did hold was scientifi cally underused (Information 
Manager, interview on December 23, 2008). 

Why? One contributing factor might be 
precisely this detachment. The previous, 
synthesis-oriented top-bottom database was 
complex and time-consuming for the biologists 
to fi ll, but could potentially test the model they 
cared about; hence, that eff ort could be justifi ed. 
Given that a grand and potentially high profi le 
synthesis was no longer expected to emerge from 
their data, and given that much of their recorded 
information could only be standardized via direct 
communication with their Information Manager 
and this meant additional work for all those 

involved, then perhaps it was rational – or at least 
economic – for many researchers not to invest in 
changing their data organization or in describing 
it in detail to their new Information Manager. By 
2008, when the ISF grant ended, although several 
noteworthy publications were indeed produced 
and the vision of a long-term research was still 
intact, the completed database was nonethe-
less left with relatively few data entries (Senior 
Information Manager, interview on February 28th, 
2011). Moreover, each year the database manager 
received less data from the diff erent LTER sites to 
standardize and store in the database. In 2010 he 
also left the project. 

For the next three years, there was no database 
manager and no central database. One may 
expect that without a unifying information infra-
structure to query from, such a national, large-
scale and long-term biodiversity project would 
have surely dissolved. Yet this did not happen. 
Instead, the project successfully re-invented 
itself as a national, again long-term, monitoring 
program. 

A new, third, database manager was hired 
for Hamaarag on May 2013. This time, there 
was no deliberate attempt to use data from the 
LM research project or its LTER sites. The moni-
toring data were organized very differently: 
instead of a single unifying model or a single 
identical recording protocol to be conducted at 
all locations, a diff erent, bottom-up scheme was 
initiated and later coordinated to fi t the goal of 
national monitoring. Hamaarag established teams 
of experts – theoretical biologists, fi eld natural-
ists and sometimes policy makers – who special-
ized in a certain region, habitat or taxon to form 
a think-tank, defi ned their specifi c habitat type, 
its threats and biodiversity indicators and tailored 
the monitoring protocol for their habitat and/or 
geographical region (monitoring director, pres-
entation on March 21st 2013). Hamaarag’s scien-
tifi c committee refi ned that protocol. Some parts 
were standardized to fi t the protocols of other 
regions or habitats – e.g. randomly choosing 3 
settlements between the variety available as a 
replicated location of threat – and the resulting 
location data became standardized and accessible 
by recording the GPS coordinates of each transect 
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line and exporting that information as a series of 
KML records to Google Earth.11  

Some types of interactionist location informa-
tion – e.g. patch type – were gone, while others 
remained – e.g. a transect-line located according 
to an organism’s interaction – habitat choice 
behaviour – with a nearby settlement. Not all 
ecologists adopt this interactionist perspective,12 
but many do, and the visibility and impact of 
this project for strengthening an evidence-based 
national policy for biodiversity conservation is of 
little doubt. By October 1st, 2014, a fourth infor-
mation manager arrived, this time immediately 
following his predecessor and continuing her line 
of work. Hamaarag, now an offi  cial consortium of 
all the relevant governmental ministries that also 
cooperated with all major conservation NGO’s 
in the country, began its third year of national 
monitoring program, secured funds for the next 
five years, organized its third annual interna-
tional symposia, published its second “the state of 
nature report”, its fi rst “the state of the sea report”, 
and further deepened its regional approach. 

Hamaarag does not seek nor pretend to supply 
generalizable data that represents a habitat on a 
national or international scale. Instead, it aims to 
provide accurate and comprehensive regional 
data across the country, measuring changes in 
species richness relative to specifi c threats and in 
some cases, off ers regional conservation recom-
mendations. As we have seen, this project holds 
a history of targeting their locations and using 
bottom up and diverse ‘location’ descriptions. The 
targeted location was assumed to be aff ected by 
its living inhabitants – human and non-human 
– and it was the local experts – often diff erent 
people at diff erent regions – who mostly decided 
how to characterize a locality and monitor its 
biodiversity. Given this perspective, it is perhaps 
less surprising that Hamaarag responded posi-
tively to a group of eight policy makers and scien-
tists from a peripheral region who argued for a 
special monitoring protocol at the northern Hula 
Valley13. Hamaarag’s scientists recognized the new 
questions to emerge from monitoring this small 
region (which holds 40% of the nation’s stream 
water) and the value of a pro-active municipality. 
Yet some of the local northern researchers also 
asked for citizen science  information to be consid-

ered as part of Hamaarag’s knowledge infrastruc-
ture,14 which committed Hamaarag to additional 
deliberation on the epistemic value of citizen 
science and of resisting epistemic injustice.  

A citizen scientist is a volunteer who collects 
and/or processes data as part of a scientific 
inquiry (Bonney et al., 2014; Silvertown, 2009). 
The citizen science project organized by the local 
“River-Watch” and the regional “Town Square 
Academia” added social involvement to the 
volunteer scientifi c activity. This local information 
infrastructure was designed to facilitate a pro-
active learning community that would acknowl-
edge and preserve its local heritage. Its data sets 
were small and diverse yet some environmental 
protocols were pre-structured to fi t the standards 
of Hamaarag, therefore, enabling a peripheral 
locality to donate its information to a national 
infrastructure, and thus receive national recogni-
tion of its local expertise and knowledge. 

Support for incorporating such local knowledge 
enables Hamaarag to help resist epistemic 
injustice (Fricker, 2007), which is, in our case, the 
injustice infl icted by prejudging the testimony of a 
resident of a rural periphery, due to her locality, as 
not really “understanding” her own environment, 
and therefore not recognizing her as eligible to 
decide on its future. Between 2009 and 2011 a 
local NGO named “Nature and Landscape Charms” 
protested for the people’s right for a clean stream 
running through their city, and in 2012 this local 
NGO became aligned with another pro-active initi-
ative: “Town Square Academia”, who also aimed to 
recognize the local residence’s knowledge about 
their stream. 

The objective of Town-Square Academia is to 
galvanize an involved and pro-active regional 
learning community. In practice, multiple free 
courses are conducted outside the campus walls, 
lead by volunteer experts – academic lecturers 
together with local people – aimed at conveying 
existing scientific knowledge as well as docu-
menting and studying local tacit knowledge that 
is relevant to the community and the researchers. 
Some courses also develop a group project to 
continue the learning process and to reach an 
action-based knowledge within a community 
of practice (Wenger, 1999). One such course was 
“A Few Things We Might Not Know About Water” 
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and its group project was the “River-Watch”, which 
still monitors the Jordan River sources, a common 
resource that physically connects Jews and Arabs, 
religious and secular, underprivileged and estab-
lished social groups. Tracking the condition of 
wildlife and water may empower conservation, 
build new social and political ties, and suggest an 
alternative, less-hierarchical and more-involved 
dialogue between the academia and its locality.  

It may seem surprising that Hamaarag, with 
its nation-wide coverage and uniform standards, 
would even consider supporting citizen science 
information. Yet it was considered. An inter-
national symposium on citizen science was 
organized in Jerusalem on February 24th 2014, 
following a trip to successful European projects. 
Eventually it was decided that collecting and 
saving citizen science knowledge would be the 
responsibility of the SPNI (Society for the Protec-
tion of Nature in Israel) rather than Hamaarag. But 
even after this decision, the head of the moni-
toring plan at Hamaarag still reserved small funds 
for the Hula Valley scientists and for the “River 
Watch” citizen science project. Eventually, a local 
shortage of determination and funds kept the 
citizen science knowledge outside the national 
infrastructure, but why was this option even 
considered – and with a clear positive spirit – by 
Hamaarag? 

Obviously, we cannot give a defi nitive answer, 
yet one possibility is that one’s infrastructure can 
also help entrench a certain theoretical path to 
be upheld downstream, whether one explicitly 
agrees with the contingent results of that path or 
not. In our case, given Hamaarag’s rooted use of an 
interactionist ‘location’ and its tradition of reliance 
on local experts holding local information infra-
structures; and given the locally oriented request 
to monitor the Hula Valley alone, with a proactive, 
human-environmental interactionist concept 
of space; it became much easier for Hamaarag’s 
governing committee to make place for such an 
involved location information in their knowledge 
infrastructure. A similar move would have been 
much more diffi  cult within a top down, univer-
sally and uniformly standardized database. For 
example, the MVZ’s knowledge infrastructure was 
envisioned and structured, since its establishment 
in 1907, to be “a centre of authority” in the west 

coast, i.e. a research institution that spread its own 
standards of collection and recording rather than 
absorbing local standards (Shavit & Griesemer, 
2011). MVZ researchers systematically relied on 
local information and opinion, yet a manifesta-
tion of this knowledge was never part of the MVZ 
collection goals and practice, hence it would have 
been much more diffi  cult to incorporate into its 
21th century online database (Shavit & Griesemer, 
2011). Given the MVZ’s top down approach and 
Hamaarag’s bottom up approach, perhaps it is 
not so surprising that adding local, pro-active 
knowledge to the database was positively consid-
ered in the latter rather than the former. 

Conclusion

This was a story of the various attempts at build-
ing and operating a long-term and large-scale 
knowledge infrastructure, by two infl uential sci-
entifi c projects in California and Israel. Both pro-
jects thought in advance about how to organize 
their location information, both have found that 
two diff erent concepts of space – exogenous and 
interactionist – are necessary for producing loca-
tion records that are accurate and generalizable, 
and both were somewhat surprised to discover 
inner tensions if both ideals are employed for 
organizing the same data at the same level. 

At fi rst, both invested most of their eff ort and 
resources in making their data and metadata even 
more standardized and globally representative, yet 
later recognized the inherent tension of recording 
‘location’ only exogenously. Both projects found 
workarounds to resolve the problem by frequently 
alternating local and fl exible records with global 
standards – instead of choosing one or the other – 
and opened new possibilities for scientifi c research 
as well as for explication of local memories found 
– yet not recognized – in the community. Based 
on these stories we argued that it is justifi able 
to invest more in the infrastructure to sustain 
local memories of a locality, and in alternating 
between the local and global memory practices 
– both rationally and (sometimes) morally. This 
argument goes against the mainstream practice 
of many biologists and database managers, who 
keep investing ever more increasing funds into 
streaming and standardizing local data into global 
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databases, as well as keep mentioning its inherent 
and widespread problems of accuracy (Vander-
bilt and Blankman, in press). Following these long 
term information infrastructures revealed why 
and how they not only facilitated the preservation 

of collected data, but also theoretically problema-
tized the foundation of these data and perhaps 
also directed the future course of its collection 
and analysis. 
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Notes

1 ‘Location’ and ‘locality’ are used interchangeably by the speakers and since this study spans decades 
and cultures we use an ’actor speech’ approach and follow our speakers. 

2 Biological models of social-environmental interaction include, for example, niche construction (Odling-
Smee et al., 2003), foundational-species (Ellison et al., 2010) and landscape modulator (LM) species 
(Shachak et al., 2008), while social implications of this approach are explored by Levins and Lewontin’s 
(1985) dialectical perspective and developmental systems theory (Oyama, 1985 [2000]). 

3 Additional details on the MVZ’s archive:  http://mvz.berkeley.edu/History.html
4 We deeply thank the senior researchers for sharing their memories (Interviews on October 18th and 

21nd, 2016) and for sending us their email exchanges.  
5 The plots were not randomly and independently chosen, as space availability for a plot with the rel-

evant patch types was very limited.  
6 ’LMB’, ’MARAG’,’HaMARAG’ and ’Hamaarag’ are all names for more or less the same institution through-

out its evolution. It will be referred to henceforth as ’Hamaarag’ for the sake of simplicity.
7 From the start, the head biologist of Israel’s NPA (Nature and Park Authority), was part of the team. 

During 2007 the head of the Israeli Academy of Sciences, brought his organization to take unoffi  cial 
patronage of the project, and one can clearly see the shift towards organizations with a national focus: 
offi  cial letters of support arrived from the minister of Environmental Protection Offi  ce, the head for-
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ester of KKL-JNF (Keren Kaymet LeIsrael – The Jewish National Fund) and the Heritage Program at the 
Prime Minister’s Offi  ce. Given these assurances, the Yad Hanadiv private foundation and later the Ash-
kol Program, of the Ministry of Science, announced their support. 

8 The location of the LTER plots was fi xed by fences for a long-term duration, and given the budget 
constraints and the focus on the plot as the place of repeatable surveys, in all stations except one free 
aerial photos were used for marking the plot location rather than coordinates from GPS machines. 

9 “The information manager usage of the data [is] according to his technical knowledge, for example 
defi ning a polygon is more demanding than [defi ning] a bounding box.” Interview with I-LTER data-
base manager. February 28th, 2011. 

10 In the programmer’s fi nal written report he stresses this point: “The database will have to take the 
patch type hierarchy into account…[but] note that the exact mechanism by which the database will do 
this is not yet defi ned!” December 27th, 2006. Our italics.

11 We thank David Blankman for this clarifi cation
12 A dialogue conducted during a ’location workshop’ illustrates this point: A statistician:  “if we want to 

do a statistical estimate then in the end you should know the chance to having chosen that location. So 
the most objective way of doing that is listing every one by one kilometre or fi ve by fi ve kilometre grid 
cell in the region and then just using a random number generation from Excel or something like that 
to pick a specifi c one [location] and say that’s your site”. The response of Israel’s NPA head biologist: “I 
want to stop you here now, because what you’re suggesting is O.K. for a whole [eco-geographical] unit. 
But there are settlements within this unit, and we see them as the main focus of threat so we need to 
choose according to them. We cannot do randomly by grid!.” October 22nd, 2012.October 22nd, 2012

13 The fi rst meeting was internal to the Upper Galilee people, May 26th 2011, a proposal was submitted to 
Hamaarag on July 25th 2012 and on July 29th 2014 the cooperation became fi nal.

14 On the very fi rst meeting in May 26th 2011 two of the participants suggested children, students and 
lecturers as volunteers, and on August 10st 2014 Hamaarag’s director sent an email agreeing to embark 
on a citizen science pilot.  

Shavit & Silver



50

Attachments to Participatory Digital 

Infrastructures in the Cultural Heritage Sector

Dagny Stuedahl 
Oslo and Akershus University College of Applied Sciences, Norway / dagny.stuedahl@hioa.no

Mari Runardotter
Luleå University of Technology, Sweden 

Christina Mörtberg 
Linneaus University, Sweden

Abstract

This paper explores knowledge infrastructures developed with the aim of opening cultural heritage 
institutions for public access and involvement. We concentrate on the new modes of knowledge 
production of professionals and amateur experts involved in the design and use of open archives and 
wiki communities as a part of transformations towards participatory digital public infrastructures. 
Ideas of crowdsourcing, policies of open data and engagements in community-based cultural 
heritage influence participants’ visions of future ways of generating, sharing and maintaining 
their knowledge. The paper identifi es how the concept of attachments may help us analytically to 
understand the dynamics of multiple situated knowledges that are played out when people embrace 
digital technologies and open-data policies to connect past, present and future orientation of cultural 
heritage engagements.

Keywords: knowledge infrastructuring, attachments, future orientation
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Introduction 

The ideas of citizen participation, crowd-sourcing 
and open data currently receive signifi cant atten-
tion from businesses, policymakers, public sec-
tor organizations and authorities. The commons 
movement has drawn interest from the cultural 
sector, off ering new economic, cultural and social 
models of self-organization and joint activities 
(Economics and the Common(s), 2013; Hess, 2008; 
Botero et al., 2012; Björgvinsson, 2014). The emerg-

ing interest in open data, crowd-sourcing, and 
distributed collaboration can be connected to a 
heightened attention towards social aspects of 
knowledge sharing, which includes the material, 
technical and political aspects of how knowledge 
production is being transformed within a digital 
cultural heritage paradigm shift (Stuedahl, 2009). 
It becomes central to understand how ideas of 
participatory and radical openness are being con-
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fi gured to fi t the rapid technology development 
that is a part of these knowledge infrastructure 
transformations. We will here focus on how archi-
vists and local historians build on sources and 
resources from their disciplinary pasts to meet 
with the present demands and desired futures of 
open data.

E-government ideals have developed in parallel 
with the ideas of citizen participation, and open 
data. The Public Sector Information Directive (PSI 
Directive) began in 2003 with the goal of actively 
implementing policies for open data.  In 2009 
the European Commission stated that, despite 
progress, there were still barriers hampering the 
cross-border use of public sector information 
(COM, 2011b). To advance the market and open 
up services based on public sector information, 
the PSI directive has been updated several times 
(COM, 2011a; COM, 2011b; Directive 2003/98/
EC, 2003; Vickery, 2011). The revised PSI Directive 
includes re-use rules and norms for machine-
readable formats and states that governmental 
agencies should apply open data policies, thereby 
making data and information available for re-use 
by businesses, researchers and developers (PSI 
directive, 2013). As such, open data could consti-
tute a means for infrastructuring an open govern-
ment. The PSI directive expresses what is to be 
achieved, but how to actually implement open 
data and how open data would involve the public 
in practice, are not touched upon. 

Understanding the diverse movements of 
open data, transparency and citizen participation 
require a focus on how knowledge infrastructures 
are enacted in everyday practices where people 
shape the specifi c knowledge that keeps institu-
tions together. Knowledge infrastructures are 
defi ned as “robust networks of people, artifacts, 
and institutions that generate, share, and maintain 
specifi c knowledge about the human and natural 
worlds” (Edwards, 2010: 19, Edwards et al 2013). 
Ever-changing processes of relations, making 
and practising (Bowker, 1994) prompt a shift to 
understanding ‘infrastructuring’ as a verb (Karasti 
& Syrjänen, 2004; Karasti & Baker, 2004; Star & 
Bowker, 2002), opening up temporal perspec-
tives for examination. Infrastructuring includes 
awareness of the procedural (Pipek & Wulf 2009; 
Bossen & Markussen 2010), and long-term and 

open-ended processes of continuous co-creation 
(Ehn, 2008; Björgvinsson et al. 2012; Hillgren et al. 
2011; Le Dantec & Di Salvo 2013). These temporal 
dimensions give a quality of constant ‘becoming’ 
to infrastructuring (Karasti & Syrjänen, 2004). As 
a concept capturing the temporal dimensions 
of infrastructuring ‘the long now’ (Edwards et al., 
2009; Ribes & Finholt, 2009) has been suggested 
to point to the long-term dynamics of aligning 
end goals, motivating contribution and designing 
for use. This concept focuses on the time scales 
of actions, and concentrates on the relations and 
tensions between present demands and a desired 
future as central for infrastructuring.  

This paper argues that this focus on scales of 
actions between present and desired futures gives 
an overly limited perspective on what it takes to 
change knowledge. We argue that knowledge 
infrastructuring also involves situated knowledge 
and historical traces and patterns of practices 
connected to the past, which if not given attention 
cause simple understanding of tensions. There are 
currently many expectation and myths (Hellberg 
& Hedström, 2014) of the positive social impacts 
of open data. The uptake of open data meanwhile 
goes slowly, and “the level of knowledge and 
understanding of open data is currently rather 
low, and most data producers don’t yet see the 
potential benefi ts” (Halonen, 2012: 10). There is a 
resistance to use open data in practice. What if we 
understand this in relation to the past experience 
and knowledge that data producers bring to infra-
structuring processes? What would a time scale of 
a longue dureé (Braudel, 1958) including historical 
time and connections to past knowledge and 
conceptions of quality bring to knowledge infra-
structuring studies?

We apply the concept of attachments to bring 
attention to how people`s change of practices 
influence the evolution of knowledge infra-
structures over time. Our special interest is in 
how situated knowledge (Haraway, 1988) may 
influence knowledge infrastructure processes 
aimed at openness in the cultural heritage fi eld 
and how we can understand this from a human-
istic perspective on time scales. Attachments 
point to aspects of knowledge that are not related 
to content of knowledge, but to value concerns, 
familiarity and imaginings that may influence 
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infrastructuring (Gomart & Hennion, 1999). In 
particular, we focus on the role of attachments 
to existing infrastructuring knowledge practices, 
standards and values producing tensions with 
ideas of open, participative and crowdsourced 
heritage information and resources. Our interest 
in attachment is based on how this concept may 
help us reveal how time, especially scales of past, 
present and future, infl uence knowledge infra-
structuring. 

Addressing Attachments in 
Knowledge Infrastructuring

With the enrolment of attachments we will 
explore how the complex and multiscale rela-
tions and scopes of knowledge infrastructur-
ing are not only about local and situated, global 
and pervasive, social-material or technological 
arrangements, but also about scales between 
past, present and future. ‘Attachments’ are mech-
anisms that act as both sources and resources for 
how people engage, and move between inter-
nal motivations and external determinations of 
knowledge and experience (Gomart & Hennion, 
1999; Latour, 1999; Hennion, 2012). The concept 
of ‘attachments’ is used in various disciplines: 
within STS studies, to explore material and social 
aspects that infl uence actors in for example public 
involvement processes (Gomart & Hennion, 1999; 
Marres, 2007); and within the pragmatist view of 
Actor-network theory, as a vague and indefi nite 
concept of what holds the social together (Hen-
nion, 2012). It has been suggested as a means to 
focus on “that which lets/makes happen”, giving 
awareness of passion influencing actions (Grei-
mas & Courtés, 1986, in Gomart & Hennion, 1999). 
Thus the concept points to entities that are not 
the content of actions but become apparent in 
experiences and in people’s knowledge practice 
(Hennion, 2012). 

However, the concept has also been used 
for alternative forms of analysis. In psychology, 
attachments point to the ties of aff ection that bind 
mother and child and endure over time. Another 
defi nition is as a distinct unit that adds a function 
to the thing to which it is connected, in much 
the same way as the attached document adds a 
function to an email. In design studies examining 

the constitution of public, attachments have been 
used to pay attention to the pragmatic dynamics 
and fl uid social alignments between participants 
and authorities (Le Dantec & Di Salvo, 2013). Here 
attachment is applied to capture how sources and 
resources build ‘dependency on’ and ‘commitment 
to’.

These affective and pragmatic dynamics of 
attachments go beyond the articulation work 
found in earlier infrastructuring studies (i.e. 
Fujimura, 1987; Strauss, 1988, 1993; Schmidt & 
Bannon, 1992; Grinter, 1996) focusing on technical 
and organizational arrangements, and coordi-
nation of cooperative work. Also the extended 
understanding of articulation work as communi-
cation and coordination mechanisms, focusing 
on language and category formation (Baker & 
Millerand, 2007), may overlook sources that pose 
their presence in people`s knowledge practices 
before articulation. Attachments thus provide us 
with an opportunity to explore entities that are 
not facts, causalities or reasons but that still have 
an impact on knowledge infrastructuring. Attach-
ments are both sources and resources for people’s 
agency and knowledge, and direct attention 
beyond intentions, to entities that do not belong 
to the vocabulary of action. 

Knowledge is attributed to a wide variety 
of properties and domains, and includes static 
knowledge of facts, concepts or principles as well 
as knowledge about valid actions and manipu-
lations within a domain (de Jong & Ferguson-
Hessler, 1996). This knowledge-in-use is discussed 
within both educational and science studies, 
and serves in both to capture how knowledge 
is constructed. But, they diff er in understanding 
knowledge as acting on, as opposed to knowledge 
as actually made (Haraway, 1988). The concept of 
situated knowledges is used for the knowledge 
needed to understand situations and to describe 
how knowledge is partial and situated in local and 
cultural practices. It is within this understanding 
of situated knowledges that attachments sit, as 
entities situated in local and cultural knowledge 
practices that work as sources and resources for 
knowledge in the making. 

Envisioning the future is relevant for the 
making of knowledge in the present. Attachments 
as ‘that which lets/makes happen’ are also related 
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to how people, in innovation processes, activate 
knowledge and position themselves in relation 
to an envisioned future. Thus, transformative 
knowledge infrastructuring involves re-thinking 
and re-conceptualizing existing factual 
knowledge and situated knowledges that have 
strong relations to the past. While these aspects 
are sometimes diffi  cult to articulate, some of them 
might even be tacit: they are attached to how 
people use their knowledge in transformation 
processes. Thus, our focus on attachments maps 
how people experience functions and relations 
that appear in knowledge infrastructural changes 
in archives and in cultural heritage communities. 
This paper explores how attachments are rooted 
in obligations stemming from the past, which still 
permeate the present, and how these are related 
to conceptions of quality in the present and in the 
future. 

Open Cultural Heritage? 

The idea of ‘open’ libraries, archives and muse-
ums (LAM) in policy, are highly infl uenced by the 
commons movement (Lessig, 2004), where shar-
ing, use and re-use of cultural heritage objects 
change the focus of these institutions from giving 
access to cultural heritage into being concerned 
with how to actively involve the public – or the 
crowd. Consequently, the concepts of openness 
and open data are based on the same ideas of 
public participation as in regulations of digital ser-
vices delivered by public organizations (Lathrop & 
Ruma, 2010). 

In archives, practices are already distributed 
and diff use, and closely related to sets of special-
ized archival technologies and indexes, which 
defi ne knowledge in ways that contradict diversity 
(Bowker, 2005). Meanwhile, archival concepts and 
practices are transformed radically through tech-
nological development – for example, changing 
conceptions of permanence and stability 
(Røssaak, 2011). In other words, our contribution 
to understanding of “the long now” of infrastruc-
turing as implying that long term sustainability 
requires consideration in the present (Ribes & 
Finholt, 2009), is the additional consideration 
of the past. The requirements of transparency, 
democracy and openness of archives also involve 

a move towards exposing the contingencies, 
framing, refl exivity and the politics embedded in 
these archival technologies (Waterton C, 2010). 
This infrastructuring aiming at openness and 
public involvement may cause friction between 
technological aspects and knowledge practices 
(Van Passel & Rigole, 2014; Holdgaard & Klastrup, 
2014; Perkin, 2010). For example, open cultural 
heritage initiatives do not only give institutions 
the options of involving the crowd in, for example, 
classifi cation, transcription and organization of 
content (Owens, 2013; Oomen & Arroyo, 2011; 
Stevens et al. 2010), they also force institutions to 
re-think archival practices. It becomes necessary 
to include routines of responding to public users 
of archival material, and to make space for public 
contribution and comments on categoriza-
tions of archival content. Thus, emerging forms 
of knowledge practices between archives and 
the public include re-thinking contextualized 
relations (Star & Ruhleder, 1994, 1996) and trans-
lating current imbrications of formal and informal, 
ill-structured and well-structured, standardized 
and ‘wild’ practice. As such, archives are inter-
esting sites for studying infrastructuring since 
“information, lived experience and infrastruc-
tures” (Star, 2010: 614) are at the centre of their 
knowledge practices. Focusing on attachments 
might reveal how conventions of practice emerge 
and how people negotiate existing dependencies 
and commitments.

Our approach to infrastructuring for openness, 
open data, public involvement and crowd partici-
pation is concerned with the interpretations that 
professionals and amateurs make, and how they 
fi nd ways to realize a new openness within the 
framework of existing practices of their local insti-
tution. We explore infrastructures “in the making” 
(Bowker et al., 2010) in two diff erent contexts and 
phases: a startup phase and the implementation 
phase. Our focus is on how people align envi-
sioned future infrastructural relations with present 
understanding of what openness involves for their 
work practice. This aff ects their translations and 
engagement, and influences the development 
of new knowledge-infrastructural relations when 
technologies change. We present stories from 
two diff erent case studies drawn from cultural 
heritage institutions: an archival institution and a 
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NGO-based local history community. Both groups 
need to change their knowledge practices when 
Web 2.0 and 3.0 and social-media-based applica-
tions introduce directions and expectations of 
participation. The two stories exemplify how infra-
structuring towards openness and public involve-
ment challenges library, archives and museum 
(LAM) institutions by introducing new forms of 
entanglements with the public. 

The two stories are about two groups of 
experts: professional archivists and amateur local 
historians with shared interests in historical and 
memory material such as records, photo archives, 
personal letters, etc. Their knowledge infrastruc-
tures and practices diff er. Archivists have tradi-
tionally concentrated on institutional processes 
of collecting, preservation and dissemination of 
historical material; their point of departure is the 
archive as repository. The local history community 
works with interpretations and re-presentations of 
archival material in physical publications. We study 
how such people imagine potential futures for the 
norms, practices and routines that they presently 
share when working to realize a future open and 
participatory cultural heritage. This informs our 
understanding that knowledge infrastructuring 
includes imaginations of the future as well as 
forms of making and practicing developed from 
the past. Thus, we ask what attachments people 
in cultural heritage institutions have to infra-
structures of digital heritage participation and 
open data. How are these attachments related to 
knowledge and conception of quality connecting 
to the past? How do these attachments create 
tension in knowledge infrastructuring processes?

Methodological Approach

We approach these questions with an interdiscipli-
nary collaboration between cultural studies and 
informatics based on our joint analysis of diff erent 
research projects in two diff erent Scandinavian 
countries. The Swedish case is a design project 
in its start-up phase, focused on translations of 
the PSI directive, and was especially focused on 
the way professionals in archives interpret and 
implement the PSI open data principles in the 
design of a citizen-centric e-service in archives. 
This case describes the early stages of knowledge 

infrastructuring, where people are working hard 
to translate the directive in relation to existing 
archival systems. This we defi ne as infrastructur-
ing from above. The Norwegian case of the local 
history NGO focuses on how local historians con-
vert their writing to a wiki platform. Special atten-
tion is paid to how a community re-organize their 
collaboration, coordination and re-thinking local 
history genres of writing when using the oppor-
tunities of social technologies. We consider the 
latter as infrastructuring from below involving a 
knowledge-infrastructuring process where the 
community has already taken the wiki platform as 
the premise, and we focus on their handling of the 
new possibilities and constraints caused by this 
platform. Thus, the two cases represent two scales 
of infrastructuring processes and diff er in how far 
the infrastructuring towards openness has been 
implemented. The Swedish case tells the story 
of infrastructure in the making from the angle of 
negotiations in design processes where openness 
is to be defi ned and technologies developed to 
support it. The Norwegian case tells a story about 
how making involves ongoing confi gurations in 
use despite the technological structure in place. 
The two cases also exemplify two scopes of infra-
structuring: the Swedish case is closely directed 
by policy; the Norwegian case is based on com-
munity negotiations related to evolving commit-
ments and dependencies. 

The two cases of infrastructuring from above 
and from below require research methods that 
capture empirical material to give an under-
standing of how the infrastructuring processes 
are experienced diff erently in diff erent phases. 
We focus beyond the moments and points of 
infrastructuring processes where infrastructures 
become visible or break down (Karasti, 2014). Our 
aim is to study the formations of infrastructuring, 
and both studies are based on ethnographic 
approaches focusing on the infrastructuring as 
processes of ‘becoming’, where people build on 
every-day practices and knowledge “where a need 
for continuity mandates that new forms emerge 
through juxtapositions and connections with 
existing forms” (Karasti, 2014: 2). 

The cases have been studied using diff erent 
methods and introduce different methodo-
logical concerns. The Swedish study is based on 
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ethnography of the design process to “facilitate 
communication and [as] a vehicle for producing 
information relevant for the design of new 
products” (Mörtberg et al., 2010: 108). The study 
is based on participant observation, fi eld diaries 
and document analysis, and an analytical sensi-
bility towards invisibility of knowledge and expe-
riences, in order to obtain understanding and 
fi nd ways to integrate and articulate this in tech-
nology design (Karasti, 2001, 2003). The study 
identifi es the trajectories of discussion themes 
and decisions made in the design process, and 
how these are related to interpretations of direc-
tives from policy documents. The study of the 
Norwegian wiki-community, meanwhile, aims 
to capture the ongoing infrastructuring in an 
already-established technical structure. This is 
based on the principle of not exaggerating the 
difference between virtual and other settings 
relevant for the infrastructuring work suggested 
by virtual ethnography methods (Hine, 2000, 
2005). The study focuses on the lived online 
activity of the community and its connection 
to offl  ine social spheres (Hine, 2005). Of special 
concern is how the given technical structure of 
wikipedia aff ects or is aff ected by the transfer from 
face-to-face community work to online collabora-
tion. This study is based on awareness that online 
community observations are partial visits into pre-
existing processes where isolable and describable 
locales and cultures are impossible (Hine, 2000), 
thus including online studies in combination 
with semi-structured face-to-face interviews. The 
online ethnography of the wiki-activities concen-
trated on the discussions connected to writing 
articles, and followed, from June 2010 till 2012, a 
thread in the discussion forum connected to one 
article that had evolved over a long time span. 
The semi-structured group interview lasted 1.5 
hours with 5 staff  members of the wiki adminis-
tration from the institute, including two admin-
istrators. The interview was transcribed, and the 
fi rst publication (Stuedahl, 2011) was shared with 
the institute and commented upon by the staff  
members.

In the next subsection we describe two narra-
tives from the case studies, and then we discuss 
methodological considerations, given that the 
two studies are based on diff erent disciplinary 

approaches and scholarly traditions. We then 
discuss the relevance of the concept of attach-
ments in relation to the case studies and to 
STS-based studies on public involvement relevant 
for the activities of infrastructuring for open 
cultural heritage. We end with a discussion on 
infrastructuring processes, and how infrastruc-
turing may also contain dimensions of potential 
future consequences of choices made today, inter-
preted with knowledge that has cumulated from 
the past.

Story 1: Infrastructuring the 
Crowdsourced Archives

The story of the You! Enhance Access to History 
(YEAH) project can be viewed in terms of the 
relation between infrastructuring and organiza-
tional change (Star & Ruhleder, 1996), and how the 
issue of creating open cultural heritage data and 
semantic linking initially was left to the archivist 
(Runardotter et al., 2011). This project was pre-
ceded by the Access to Public Information (APIS) 
project, 2010–2011, in which the intention was 
to clarify a research idea and build a network for 
carrying out a research and development pro-
ject. The same people formed the project team in 
both projects: seven people from three National 
Archives, one from an SME and two researchers 
from the university, one of whom functioned as 
project leader, and is also co-author of this paper. 
In the APIS project there was agreement to collab-
orate and coordinate material from the LAM sec-
tor, and through this to off er citizens re-designed, 
new and innovative cultural heritage digital ser-
vices. The APIS project explored the precondi-
tions for creating border-crossing digital services 
based on archival material by conducting a com-
prehensive investigation of the area (Runardot-
ter, 2011; Runardotter et al., 2011). Further, it was a 
collaborative design project with team members 
from diff erent disciplines. This implies that “dif-
ferent discipline interests [were] brought to the 
table by each participant” (Baker et al., 2005: 4). 
Moreover, once agreement on what to accomplish 
was reached, the design project continued with 
design activities, such as sketching and modelling 
and resulted in a demonstrator as a kind of proto-
type (Bødker et al., 2004). Hence, for participants 
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to reach agreement on a theoretical, abstract level 
was not problematic.

The YEAH project gained funding in 2011 to 
address public sector services and their impact 
on today’s society. It set out to focus on public 
information in archives and citizens’ access to it. 
More specifically, the project aimed to design 
a prototype of a citizen-centric e-service and 
explore the role of crowdsourcing methods for 
augmenting archival e-services with improved 
access to and usability of archived informa-
tion. The project team also agreed to design the 
e-service following three main criteria: it would 
be citizen-centric, generic and border-crossing.1 
This implied that it would be developed in close 
collaboration with end-users, building on their 
needs, requirements and visions, and also through 
collaboration between different stakeholders 
(citizens, archives, universities, IT developers, and 
service providers) and, fi nally, that the developed 
e-service should be of interest internationally.

The project members work in public organi-
zations that are distinguished by characteris-
tics such as rational rules and procedures; these 
organizations have structured hierarchies with 
formalized decision-making processes and their 
personnel often advance based on administrative 
expertise (Parker & Bradley, 2000). These organi-
zations are also subject to political control (in 
contrast to market control) and therefore cannot 
be compared with the private sector, since under-
lying political ideologies infl uence public organi-
zations’ productive activities (Parker & Bradley, 
2000). The YEAH project aimed at an e-service 
in line with intentions stemming from policies 
around open government and open data, and 
therefore emphasized the use of ICT in accord-
ance with the European eGovernment Action plan 
– to help public organizations deliver services to 
citizens in smart and innovative ways (COM, 2010). 
As part of knowledge infrastructuring, transla-
tions of these policy intentions to the knowledge 
practices of the National Archives context were 
needed for the project team to be able to build a 
prototype that fulfi lled the aims, and was in line 
with the PSI directive.

The YEAH project ran between December 2011 
to April 2014. In total the project carried out 32 
project meetings, 15 during 2012, 12 during 2013, 

and 5 during 2013. On 18 January 2012, the project 
team agreed to aim at “enhancing descriptions of 
digital objects in existing archival collections by 
crowdsourcing, in order to improve the descrip-
tion of archival material as well as to improve 
access to the same”.2 However, public involve-
ment and crowdsourcing was debated among 
project team members, whose commitment to 
their professional role and mission became visible 
in their concern over what this might involve. The 
discussions continued from January to October 
2012 and additional themes, besides crowd-
sourcing, included whether the archival subject 
ontology or ‘Keywording system’ is too compli-
cated for the crowd (that is, any citizen);3 what if, 
in using crowdsourcing, the wrong or poor quality 
information is added (e.g. if wrong person is 
tagged or if two persons have the same name);4 
how to integrate or link to information created by 
the crowd with the archival catalogue system5. 
Finally, the decision was taken that the project 
would develop a framework (demonstrator and 
guidance) for any memory institution to open 
their data and link their cultural heritage informa-
tion to the semantic web.6

 A central recurrent theme was related to 
the question of the possible result of citizen-
produced material. Issues like “what happens if we 
let the citizens ‘in’ and allow them to contribute 
to our collections” produced a hesitancy towards 
openness at every monthly meeting from January 
to June 2012. Another theme was how quality was 
to be ensured and how quality could be checked 
when citizens added data, and what could happen 
if the added information was incorrect. The 
unpredictability of how crowd-sourced activities 
and production of content would infl uence the 
archival holdings was of great concern to archi-
vists. This gives an insight into how public organi-
zations may be hesitant about new requirements 
(Kellogg et al., 2006), and highlights how this 
is connected to the uncertain consequences of 
crowdsourcing. 

As a result, the team decided to review reported 
experiences of crowdsourced archival material. By 
June 2012 the project team also reasoned that it 
would be diffi  cult to make innovative contribu-
tions to the LAM communities through crowd-
sourcing, arguing that “so many crowdsourcing 
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projects have already taken place.”7 This argument 
shows their main commitment to their own, local 
organization and community rather than concern 
for citizen-centric perspectives in themselves. The 
project team had diffi  culties fi guring out what this 
project could contribute through crowdsourcing, 
and also showed uncertainty about whether 
crowdsourcing was in line with the regulations 
of open data, as well as how public involvement 
should happen. Instead, the project team defi ned 
their focus in the project as linking open data, and 
defi ned this as more interesting and valuable for 
citizens as an initiative towards openness because 
of its potential to enhance the experience of 
cultural heritage data. Consequently, the meeting 
in October 20128 was dedicated to investigating 
the technical aspects of linked open data, defi ning 
the type of archival data the project would work 
with and how to link it, and how to fi nd a partner 
with expertise in linking open data. This shift of 
focus shows how crowdsourcing potentially chal-
lenges archival institutions more than Linked 
Open Data and, since the actual opening of insti-
tutional data is still in the hands of the archives 
holding that data, their feeling of control over 
future consequences and quality of the content 
are an important factor in infrastructuring crowd-
sourced and participatory archives.

Still, it was not until March 20139 that the 
team fi nally reached a common understanding 
of what to achieve in the project, and there was 
agreement on the result of the project: the aim 
should be to develop ‘a demonstrator for any 
memory institutions to open up their data and link 
their cultural heritage information to the semantic 
web.’ Decisions were made to focus on genealo-
gists as a representative group of citizens, and to 
limit the material to be considered. In this way, 
the project team was able to fi nd a compromise 
that was acceptable for the project members, as 
it decreased fear of uncontrolled, or messy, collec-
tions in the future. The project ended up with 
providing a simple methodology to annotate 
relevant holdings and wrote a methodology 
handbook on how to create cultural heritage 
open data and link it to the semantic web.10 The 
project ended in April 2014. 

The case shows how archivists have several 
attachments to implementation of openness, 

and ideas of archives to ‘open up’ and let data 
‘out’ and citizens ‘in’. Several of them are related 
to the possible everyday consequences of this 
openness: the accuracy of the data, whether 
information added by citizens is correct (true), 
but also to changes in the responsibility for the 
archival collections and the concern that they are 
kept in order. In the end, the project turned from 
a citizen-centric and crowdsourcing involvement 
initiative towards an inter- and intra-organiza-
tional approach that would create less change in 
the present local-knowledge infrastructure. The 
eventual form of the policy-driven, and thereby 
intended, organizational change aiming at 
openness shows how the archival infrastructure 
may be challenged when policy requirements for 
openness meet with interpretations of local- and 
everyday situated practice. 

 

Attachments to Infrastructuring 
from Above

The archive story gives an example of how the PSI 
directive has numerous implications for the cul-
tural heritage sector (COM 2011a; 2011b; Directive 
2003/98/EC; Vickery, 2011). In short, the directive 
is in line with policy goals aiming at an openness 
that is expected to facilitate democratic processes 
of the knowledge society, and increase innovation 
and development of new or improved digital ser-
vices. This includes expectations of increased pro-
ductivity and improved eff ectiveness, effi  ciency, 
information quality, interaction mechanisms, bet-
ter governance tools, and improved government 
coordination and collaboration (Andersen, 2006; 
Andersen et al., 2005; Gauld et al., 2009; Grönlund 
& Ranerup, 2001; Lathrop & Ruma, 2010; Sefyrin & 
Mörtberg, 2009; Stoltzfus, 2005). 

The story tells how knowledge infrastructuring 
towards crowdsourced archives, following the 
PSI directive for re-use of public sector informa-
tion, collides with existing infrastructure relations. 
Crowdsourcing and public involvement was 
defi ned as a less interesting contribution, because 
it was perceived as less controllable than linked 
open data. The case underpins the role of attach-
ments for infrastructuring towards openness, and 
how they are based on professionals’ conceptions 
of control and quality gained from present and 
local knowledge practices. 
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In the YEAH project we identify the attach-
ments of hesitancy and unpredictability. These 
are attachments of a social kind, and can be 
related to the material attachment of the prov-
enance principle. The principle is fundamental to 
the careful separation of archives and arrange-
ment according to the original order of the 
archival collection. The provenance principle 
is therefore about the importance of knowing 
where a document was created, by what process, 
to what end, for whom, when, and how it ended 
up in the archives (Dollar, 1992). It is important for 
archives to be able to guarantee the trustworthi-
ness and quality of the information held, as well 
as making sure that the information is structured 
and ordered. In the YEAH project, the provenance 
principle is an attachment from the past that infl u-
ences knowledge infrastructuring that aims at the 
future. The reason for holding archives, the preser-
vation of societal memory, relies on this intention 
of making archives accessible. The intentions of 
openness in the knowledge infrastructuring had 
to be scrutinized because of this attachment. 

The attachments here were closely related to 
interpretations of openness in the PSI regulation 
as related to opening for crowdsourced data, but 
these attachments did not cause direct actions. 
Instead they triggered the need for sorting out 
what openness really means for archives. The 
translations were multiple; some were hard to 
grasp, and thus the translations represented an 
important part of the project narrative. Without 
common agreement, the project members would 
not have been able to carry out the design project 
as intended. It appears that, in order to make 
progress when infrastructuring, there is a need 
to make visible and discuss the attachments that 
people bring along when envisioning the future. 
Until these are dealt with, it is likely that the 
people involved will show reluctance, hesitancy 
and concern. In other words, attachments might 
be obstacles that hinder development and 
progress. 

Our fi rst story has followed knowledge infra-
structuring from above aiming at openness of 
heritage institutions and in relation to a design 
project related to the PSI directives of openness. 
We will now turn to a story of infrastructuring from 
below from a community-based wiki involving 

both professional and amateur experts of local 
history.

 

Story 2: Infrastructuring in 
the community based wiki

The lokalhistoriewiki.no was launched by the Nor-
wegian Institute of Local History (NILH) in 2008 
after a longer process of trying to implement 
technology to enhance community activities. The 
institute is an independent NGO founded in 1955 
by the Norwegian Ministry of Culture with the aim 
of stimulating engagement in local history, and it 
assembles communities of local history, memory 
and genealogy (Alsvik, 1993). In 2003 the institute 
opened a website thought of as a site for collabo-
ration with and between the diff erent communi-
ties of amateur and professional local historians 
connected to the institute. In 2006 they started 
an online network space for local history projects, 
aimed at stimulating the sharing of methodo-
logical solutions and practical problem-solving of 
writing local history. However, this initiative ended 
up being a one-way interaction: the institute serv-
ing other institutions, organizations and people. 
The idea of creating a participatory local history 
wiki was proposed by members of the Wikipedia 
community and the institute could see the poten-
tial of the wiki format as a solution to connect 
local historians across diff erent communities and, 
in addition, assemble the emerging number of 
local history lexica online. When we approached 
the project lokalhistoriewiki.no in 2010, the wiki 
had been up for two years and contained enough 
online material, articles and forum entries to serve 
as an object for online ethnographic observations.

Participating in the wiki requires that users 
register as identifi ed individuals. The wiki-collab-
oration is supported by four ‘bureaucrats’ from 
the Institute of Local History constituting the wiki 
administration in collaboration with 17 ‘adminis-
trators’ and 12 ‘vocational supervisors’ recruited 
from both the Wikipedia community and local 
communities of amateur historians. The ‘adminis-
trators’ have defi ned roles for sorting out catego-
ries and entries, helping new users get started and 
following up on new publications in the wiki. They 
have access rights to delete or re-publish pages, 
they can lock pages, block individual users, edit 
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messages and import pages from other wikis. Thus 
the ‘administrators’ have a double role as both 
technical and administrative gatekeepers, and 
their responsibilities contain both technical and 
systemic challenges as well as professional evalu-
ations. The ‘vocational supervisors’ have the role 
of checking that the articles meet criteria of profi -
ciency, helping users with methodical questions, 
defining source qualities, sorting out licence 
questions and answering questions concerning 
editing or closing pages. 

We focus here on how the co-construction of 
concepts and categories that structure the wiki 
space evolve. From the discussion forum we have 
chosen an excerpt from 10–18 June 2010 in which 
professionals and amateur historians negotiate on 
establishing a hierarchy of categories for entries 
and articles on ships, boats and marine vessels. 
We render the discussion from the thread (see 
fi gure 1) in the form of a narrative in order to add 
relevant contextual information on the trajectory.

This discussion thread was started by one of the 
professional historians and vocational supervisors, 
who claimed that categorizing boat types is chal-
lenging because the formal categories are built 
on the registration systems provided by the Direc-
torate of Fisheries, which neglects all the histor-
ical boats and vessels in the Norwegian coastal 
heritage tradition. The participant, anonymized 
as AK, state the need to make a system of catego-
ries that does not need to be reorganized in the 
future. A group of marine historians from the west 
coast of Norway has in collaboration with the 
coastal museum created a structure of categories 
that builds on a classifi cation system for recording 
traditional fi shing boats in the region. AK provides 
a hyperlink to their work as a proposal to start the 
discussion and further argues that this structure 
embraces information about local occurrences, 
formal categorization, attribution, name of the 
boat related to form and function, type of boat, 
materials used in construction, date, size, volume, 
name, date of motor, etc. In this way the structure 
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Figure 1. In the discussion forum opinions are shared about whether formal or informal categorization makes the 
wiki most solid, fi ndable and durable over time.
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captures both the material and the functional 
aspects of the boat in question and contains 15 
subcategories to be used in the categorizing of 
boats.

The administrator representing the Wikipedia 
community, OU, immediately responded to AK´s 
request and argued that the category system 
could be built in much simpler ways. OU suggests 
that marine vessels might be the main category, 
and then subcategories built on type and 
function. OU tries to keep the number of catego-
ries at a manageable level. After some discussion, 
OU suggests categorizing the vessels by type. As 
a response, another member of the community 
points to the many vessels characterized by their 
functions (cargo-ships, oil-tanks, service-ships) 
and that categorization by type only would not 
cover these. OU proposes categorizing vessels by 
function, progress and construction.

The next day, OH, a member of the community 
connected to a museum on the west coast and an 
active amateur-expert in marine history, suggests 
a structure of categories that is familiar to people 
on the coast as well as in maritime communi-
ties. OH points out that the index developed 
by the governmental register is based on well-
known acronyms used for more than 100 years, 
and that these indexes are integrated in the 
category system at the coastal museum. OH asks 
whether the category system on the wiki could be 
developed in correspondence to this well-known 
category systems – because in writing and story-
telling it will be important that the concepts are 
used in their natural form. 

Four days later a member of the wiki admin-
istration, IT, starts to build a proposed category 
three based on type, function, material and 
construction. This is responded to by Å, who 
suggests a category denoting the visual form 
of the boat, observing that categories such as 
function, material, and construction could provide 
structure, but might neglect the traditional open 
boats of Norwegian maritime history. Å ends by 
pointing out that the wiki should be developed in 
accordance with a normal thesaurus – and that it 
is important to clarify this early in the creation of 
the wiki-structure.

On 16 June, IT asks if the categorizing could 
start at a more basic level, solely with vessels, 

and that the category system could be extended 
gradually when the needs of the wiki community’s 
become more obvious. Collaborator Å answers by 
asking if it would be fruitful to build the structure 
of the wiki in relation to concepts used by formal 
institutions like the Directorate for Cultural 
Heritage and The Cultural Heritage Act. These 
use two diff erent categories, separating vessels 
and boats. The discussion thread ends November 
2010, when the administrator IT ask if vessel could 
be the main category and the sub-categories 
could be type, use, materials, construction and rig. 

Attachments to Infrastructuring 
from Below

The participants in this wiki-thread are in fact 
discussing diff erent attachments added to their 
engagement with the categories of boats and 
marine vessels to fi nd a ‘structure that is common 
to more than one world to make them recogniz-
able’ (Bowker & Star, 1999). They are all well aware 
that the outcome of this discussion will have a 
lasting eff ect on future publications and use of 
the wiki. It will also determine if this local history 
wiki becomes interesting for coastal historians 
and historians of coastal culture. These concerns 
with the growth of lokalhistoriewiki.no are shared 
between the wiki administrators, supervisors and 
contributors and they have a common goal of pro-
viding support for multiple forms of knowledge. 
Meanwhile their attachments to this endeavour 
are diff erent, and are rooted in diff erent conven-
tions of practice behind their engagement with 
the lokalhistoriewiki.no project. 

The cultural heritage field is character-
ized by a high level of community initiatives 
and involvement, long based on participatory 
knowledge infrastructures where political and 
social configurations of the community are 
constantly shifting and hard to grasp (Crook, 
2007, 2010). A consensus-based approach to 
community engagement within cultural heritage 
has ensured a continued misrecognition of the 
fact that representations of memories can have 
the powerful eff ects of hierarchies, not least in the 
range of possible stakeholders in the community 
(Waterton & Watson, 2010).  We observe that the 
local historians involved in lokalhistoriewiki.no 
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see the wiki platforms as an opportunity for a 
new social and technical platform where issues of 
authenticity, trust and power may be negotiated 
openly (Waterton E, 2010), and power-laden hier-
archies neutralized. The attachment of the local 
historians to openness therefore involves keeping 
the wiki inclusive for multiple historical perspec-
tives, and to build a platform for the community 
to grow. While their attachments open up to the 
community of local history, they collide with other 
attachments to wiki platforms and practices. 

The content creation of wiki-spaces is always 
an incomplete and continuing process relying 
on constructive participation by the community 
(Bruns, 2008). From our story we see how this 
incomplete and continuing process is based on 
negotiation between local historians and the 
technical preferences of the wiki administrator 
that seems to end up with a question of priority 
of attachments and authority to find solution. 
The main attachment for wiki administrators 
is a concern to keep the number of categories 
below a complexity threshold. The administra-
tor’s concerns are directed by basic principles of 
hierarchical structuring of wiki content, as well 
as conventions, guidelines and templates for 
ordering knowledge in wikis to secure simplicity 
and searchability (van der Velden, 2013). The 
attachments of the wiki-administrator are related 
to the organization of the body of knowledge and 
how the articles relate to each other in the wiki 
structure, and categorizing structures as a vehicle 
for connecting the community. Thus, the orderli-
ness of the wiki is a central attachment for the wiki 
administrator, and he seems less concerned about 
the quality of the wiki as a matter of giving room 
for multiple knowledges. The attachments of 
wiki administrators, therefore, are about commit-
ment to the hierarchical structure of the wiki 
and the conventions provided by the Wikipedia 
community. 

This is at odds with the concerns that contrib-
utors and supervisors from the local historian 
community share. Their attachment to the wiki 
is that the category system should fi t with and 
connect the diverging, multiple disciplinary 
communities that engage with boats and marine 
vessels. Their rationale for this is to keep a high 
disciplinary level of categorizing in the wiki 

structure, and to align well with the ones active 
among local as well as marine historians. The disci-
plinary concerns introduce a complexity related to 
the historical development of boats and vessels, 
as well as concerns of formal and informal catego-
ries. While the open structure of the wiki platform 
in theory provides the technological means 
for negotiations across communities, making 
visible multiple contributions to local history, 
giving access to participation in discussions from 
multiple viewpoints, they are still dependent 
on aligning these with the technical structure of 
the wiki. Solving the dilemmas of establishing 
a category structure that is on one hand both 
technically simple and easy to use for all and on 
the other hand precise enough to make the wiki 
suitable for professional knowledge building, it 
seems priority is given to a technical solution. The 
disciplinary and professional concerns of the local 
historians have to align with the ones of the wiki 
administration.

The story tells how infrastructuring and wiki 
policies involve negotiations between these 
diverse attachments. Attachments to developing 
a neat and simple hierarchical structure that may 
be used by many collide with attachments to 
making room for the scope of cultural heritage 
knowledge and the multiple understandings of 
boats and marine vessels that connect coastal 
historians, marine historians and experts of tradi-
tional coastal knowledge.

Discussion 

Our stories describe two different knowledge 
infrastructuring processes towards participatory 
cultural heritage. The Swedish project intended 
to create citizen-centric digital services on archi-
val material in a public institution in line with the 
PSI directive. The lokalhistoriewiki.no project in 
Norway involves infrastructuring in a non-gov-
ernmental setting heading towards community-
based development of local history writing. While 
both stories relate to processes of infrastructur-
ing aimed at fitting with contemporary ideas 
and directives of crowdsourced, participatory 
and open cultural heritage served by technolo-
gies, they diff er in their approach from above and 
below. They tell also of diff erent phases of knowl-
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edge infrastructuring. The fi rst case describes the 
start-up phase of deciding how to design future 
e-services. The second case focuses on knowl-
edge infrastructuring when the work is ongoing. 
The stories also diff er in relation to the materiality 
of the technology involved: the archivists are relat-
ing their design-oriented endeavours to existing 
technical archival infrastructures, while the local 
historians have made a decision to use the ready-
made technical platform of wiki and confi gure this 
to their needs. Thus, material technology plays 
diff erent roles in the knowledge infrastructuring 
in the two stories.

But there are also similarities; both stories 
involve people with great engagement with and 
passion for cultural heritage: the present, past, 
and future of cultural heritage understanding 
and its relevance to society. The two stories also 
make visible the inherent confl icts that arise when 
existing conceptions of openness and demo-
cratic cultural heritage institutions are contested 
by technological developments that introduce 
more radical forms of participation. Archives have 
always been ‘open’ in that it is possible to visit and 
use the physical archival holdings. This openness is 
taken for granted as part of archives’ raison d’être. 
But openness means something slightly diff erent 
in analogue contexts of managing archival 
holdings compared to openness in digital infra-
structures and practices which brings multiple 
new dimensions and meanings. The local-histo-
rian community is encountering a similar change. 
Their work has been related to writing paper-
based books and journals distributed through 
local historical societies or by The Norwegian 
Institute of Local history. The access to local history 
source material as well as the open distribution of 
local historical production is imbricated with the 
collaborative and value laden social space of the 
community. These social aspects of local historical 
material bring the raison d’être for local histo-
rians, and maybe even more for the amateur local 
history expert. Thus, it is crucial for both cases, as 
for every memory institution, to address, prob-
lematize and sort out the complexity of openness 
described in policy documents in relation to local 
practices and their social and material scales.

We have focused on how attachments to 
openness and public involvement influence 

infrastructuring in a formal institutional context 
and in an informal context of an NGO. Our focus 
on attachments has been related to aspects of 
knowledge that are both sources and resources 
brought under scrutiny in knowledge infrastruc-
turing processes. Our stories show that both the 
open archive and the wiki are objects of study 
that ‘arrive’, rather than objects that are performed 
(Gomart & Hennion, 1999). The Swedish archivists 
started with designing crowdsourcing possibili-
ties and arrived at focusing on linked open data. 
The radical understanding of openness came with 
too many attachments to the unpredictability of 
crowdsourcing. These were related to control of 
archival content and quality in accordance with 
archival provenance principles and concerns with 
orderliness. These are concerns developed over 
time, and situated in daily practices that guarantee 
the trustworthiness and quality of archival infor-
mation. The story tells how their situated practice 
of provenance principle collided with princi-
ples of crowdsourcing, and how linked data was 
found as a relevant solution for archival openness. 
The reasons for these attachments were hard to 
grasp, and it was hard to understand the scale 
and scope of consequences the archivists saw of 
crowdsourcing. There are many understandings 
and misunderstandings of crowdsourcing in the 
cultural heritage sector. These are often limited to 
instrumental understandings of crowdsourcing as 
an instrument enabling better delivery of content 
to end users. A re-conceptualisation could for 
example be in understanding crowdsourcing as 
an opportunity to actually engage users in public 
memory in meaningful ways, and as the “funda-
mental reason that these digital collections exist 
in the fi rst place” (Owens, 2013: 128). 

The story of the Norwegian local historians 
collaborating with wiki administrators’ depart 
from a context where crowdsourcing is already 
happening, and is perhaps an example of how 
practices of the open archive could have become. 
We see how this open crowdsourcing is a process 
of constant arriving, of constant negotiations of 
the categorization structure between technical 
and social considerations. The attachments of the 
wiki administrator are closely related to issues 
reminiscent of the archivists’: orderliness, control 
and quality. In wiki terms, this is about techni-
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cally simple structure and categorization. These 
attachments that the wiki administrator connects 
to growing the wiki confl ict with the social and 
political attachments of the local historians and 
the way they envision the wiki project bringing 
together multiple local history communities. By 
focusing on the diverging attachments at play, we 
see how one knowledge-infrastructuring process, 
aligning all actors to one shared and simple 
structure, collides with the other knowledge-infra-
structuring process, making a structure that enrols 
multiple actors. 

The analysis shows how applying attach-
ments as an analytical tool requires a focus on 
the events in infrastructuring processes, rather 
than on the relation between agent and structure. 
Attachments have helped us to pay attention 
to infrastructuring as a process-in-the-making. 
In addition, the concept has made us capable 
of moving beyond intentions and causations 
to search for entities that do not belong to the 
vocabulary of action. It is this move that allows us 
to understand the subtle distinctions between the 
archivists and the wiki-historians. In both stories 
we see how attachments towards openness point 
to diff erent conceptions of orderliness, quality 
and control. The knowledge infrastructuring in 
the archival case illustrates how attachments are 
closely related to situated knowledges (Haraway, 
1988) that do not come to terms with radical prin-
ciples of openness. The knowledge infrastruc-
turing in the wiki case builds a priori on a version 
of radical openness but illustrates how diff erent 
sets of attachments cause collision between wiki 
administrators and local historians. Consequently 
the two stories of attachments show how situated 
knowledges sometimes come up short in inno-
vative infrastructuring processes, and may cause 
good arguments for resisting change or new 
opportunities for sharing and connecting infor-
mation and resources. 

We have shown how attachments give us 
access to the negotiations that run the risk to be 
invisible and not articulated in the policy imple-
mentation process. The challenge of tensions, 
opposition, resistance, work-arounds, and non-
adoption of new knowledge infrastructures is not 
a new narrative in knowledge infrastructuring 
studies. However, we argue, that the concept 

of attachment has helped us to pay attention to 
how relations between past, present and future 
may sometimes bring contradiction between 
situated knowledges, the past and the envi-
sioned future. For example policies such as the PSI 
directive are fi rst and foremost focused on antici-
pated outcomes: the ‘wants’ and ‘needs’ they are 
expected to fulfi l. But we argue that there is no 
straightforward way ahead. 

Existing knowledge practices are sources for 
understanding the future and our story shows 
that attachment to contemporary practices and 
understandings of future scenarios are linked to 
the history of professional practices. By focusing 
on attachments we have identifi ed that openness 
is understood in two ways: fi rst, as a technical 
concern with ‘Open data’ or ‘Open Software’ which 
indicates that data should be freely accessible to 
everybody for any purpose, and without restric-
tions of control besides European and national 
privacy legislation, such as copyright or patents. 
This is a technical-administrative understanding 
of openness. Second, in cultural heritage insti-
tutions, openness also relates to ‘how’ the insti-
tution works, which may include the way the 
institution motivates and aligns multiple goals in 
collaborations with communities. This is a social 
understanding of openness. Both understandings 
are challenged by contemporary ideas of open 
data, crowdsourcing and emerging conceptions 
of future democratic institutions. The notion of 
attachment has given us a tool to identify entities, 
sources and resources of how these challenges 
activate situated knowledges that may go beyond 
articulation work, and include future orienta-
tions that are based in historical constituencies 
of practice but that have still not a developed 
language.

We started out by asking what attachment 
people in cultural heritage institutions have to 
infrastructures of digital heritage participation 
and open data, and how these are related to 
existing knowledge practices. We have found that 
the open data initiative challenges the cultural 
heritage sector, which has mainly concentrated on 
preservation, meaning ‘taking care of’, ‘attending 
to’ and ‘safeguarding’ archival collections. Conse-
quently, openness or closeness seems to relate to 
knowledge practices of inclusion and exclusion of 
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data, categories and the subsequent knowledge 
exchange with citizens. In innovations towards 
openness, these knowledge infrastructures are 
put under scrutiny, and various risks are attached 
to social dimensions of public involvement impli-
cated in openness. We have seen how the existing 

knowledge structures and conventions of practice 
in archives have no room for attachments that 
require spaces of contestation (Barry, 2001) and 
do as a result collapse and bring ambivalence into 
innovative knowledge infrastructuring.
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‘Reset Modernity!’ is an impressive exhibition 
curated by Bruno Latour, Martin Guinard-Terrin, 
Christophe Leclercq, and Donato Ricci at the Zen-
trum für Kunst und Medientechnologie (ZKM) in 
Karlsruhe, Germany.1 It is the third exhibition that 
Latour has co-curated in this space, (or perhaps 
being mindful of Laboratory Life (Latour & Wool-
gar 1986), we should say ‘this place’). The fi rst two 
were Iconoclash (2002) and Making Things Public 
(2005), both curated with Peter Weibel. This exhi-
bition is also the fourth product of the ‘An Inquiry 
into Modes of Existence’ (AIME) project: in 2012 
we saw the publication of the AIME book and 
the website,2 then in 2013 the staging of a series 
of workshops, ending with a two-day conference 
in Paris in 2014. As the fourth instalment, ‘Reset 
Modernity!’ exhibits a wide range of images, vid-
eos, installations, and texts loosely following the 
themes of the AIME project, leading the visitor 
through several truth regimes or modes of exist-
ence associated with Western modernity. 

Crucial to viewing the exhibition is the ‘Field 
Book’, presented as a companion throughout 
our visit. With text in both German and English, 
it informs us that the path through the exhibition 
space is divided into ‘six procedures, each allowing 
for a partial reset [of modernity]’. Attempting to 
elicit active engagement on the part of the visitor, 
it notes:

As the name ‘fi eld book’ indicates, you are invited 
to do a bit of research yourself. In each procedure 
you will fi nd a sort of workplace, called a ‘station’: 
this is where you will fi nd more information and 
where you can discuss the path of the inquiry.

Our review takes at face value the exhibition as 
an opening onto possibilities for doing further 
research. At fi rst we had tried to be compliant visi-
tors, following the structure of the exhibition from 
beginning to end, but it was not long before we 
found ourselves on a somewhat diff erent trajec-
tory. In the fi rst part of our review we narrate this 
unplanned journey, which was triggered by our 
experience of the exhibition. In the second part, 
we then re-consider the exhibition in light of this 
journey and where it led us. 

Experiencing the Exhibition

What brought us to Karlsruhe was our own col-
laborative research project titled ‘Landscapes of 
Democracy’, which aims to contrast various places 
and practices associated with democratic politics 
in Germany (especially Berlin), and Australia (espe-
cially Indigenous Australia). ‘Knowing landscapes’ 
is one of our central analytic concepts, so while 
the entry point to the exhibition is very clear, we 
were immediately drawn to a reprint of a nine-
teenth century painting of a river enclosure. The 
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item occurs early in the exhibition, as part of ‘Pro-
cedure A - Relocalizing the Global’. Explaining this, 
the Field Book notes ‘it is important to show the 
gaps separating the many diff erent instruments 
and the legions of skilled engineers and scientists. 
They are those who would need to assemble dif-
ferent viewpoints in order to guide the observer 
from galaxies to atomic particles’ (Latour et al. 
2016: 5).

The reproduced painting we are pulled up by 
is by Caspar David Friedrich, perhaps the most 
famous German romantic painter, showing a spot 
by the Elbe near Dresden. Although it was painted 
in 1831, the scene reminds us of a digital photo-
graph. Not only the colours, which capture an 
exceptionally calm, beautiful moment right after 
sunset, but also the way the perspective curves, 
creating a fi sheye lens eff ect. The Field Book text 
tells us that the curving perspective makes this 
painting quite special, as it generates an impos-
sible vantage point: we are, it seems, at once in, 
on, and above a particular ‘spot’, the river itself 
constituting the background. We are almost 
fl oating in the warm air; we can almost smell the 
sour mud; we can almost hear the birds and the 
bugs, circling excitedly above the water before the 
dark settles. 

Then, on the same wall, there is an almost 
identical copy of Friedrich’s painting. This print 
is black and white. In this contrast alone already 
some of the beauty is gone. But, as the Field Book 
points out, there is more to be noticed. The main 
diff erence lies in the straightened or fl attened 
perspective. The horizon is straight, the propor-
tions are ‘correct’, and we are no longer fl oating 
between heaven and earth. Rather, we are forced 
to stand on the ground with both of our feet, and 
observe the place that once had such a strong 
eff ect on Friedrich. What could be the purpose of 
this imperfect copy? It is as if the two images were 
to illustrate Lorraine Daston and Peter Galison’s 
(1992) argument about different understand-
ings of objectivity: the fi rst tries to stay faithful 
to the skilled and gifted observer’s view, while 
the second tries to stay faithful to the place itself. 
In this second objectivity the river, the trees, the 
clouds, the mud fl ats—they all become parts of an 
invisible inventory amenable to management by 
science.

We spend an unusually long time discussing 
these two images. Pulled so deeply into the 
contrast of this exhibit, it is diffi  cult to do justice 
to the rest. Nevertheless, we do make an eff ort 
to return to the start and are happy to discover 
subtle references to early STS works along our way 
through subsequent procedures. We are shocked 
by fi ve identical images of a quarry, the making of 
which required platinum extracted from one ton 
of ore. We are amused by a robotic arm that draws 
us an up-to-date map of the glacier that consti-
tutes the natural border between Austria and 
Italy. And we are impressed by an installation that 
shows a speech by U.S. president Barack Obama 
at a Methodist church meeting, along with the 
audience’s reactions and a conversation analyt-
ical transcript. Our passage though the exhibi-
tion however does not comply with the elaborate 
instructions given in the Field Book; we fail to fully 
connect the partial resets of each of Procedures 
A-F. Our discussions keep coming back to the two 
depictions of the river Elbe.

Leaving the exhibition we go to the ZKM 
bookshop. We notice there is a thick catalogue 
associated with the exhibition, edited by Bruno 
Latour and Christophe Leclercq (2016). One of 
the chapters is dedicated to Friedrich and his 
‘Large enclosure’. The author, art historian Joseph 
Leo Koerner (2016), explains that the spot in Frie-
drich’s painting is called Ostragehege, located not 
too far from Dresden city centre. Friedrich used to 
live nearby and knew the river well. His painting 
is clearly a testimony of his love for the place. 
The other painting, we learn, is a catalogue entry 
prepared by Johann Philipp Veith for the Art Asso-
ciation of Saxony. It is not an artwork per se, but 
a record that documents the Association’s acqui-
sition of Friedrich’s original in 1832. To our great 
surprise, in Koerner’s chapter we discover a third 
version of the painting by South African artist 
William Kentridge. This version, made in 2014, is a 
charcoal drawing based on the ‘Large enclosure’: 
the colours are still missing but this time the 
curves are back. The paper Kentridge uses for this 
drawing apparently comes from the ledger of the 
1906 cash book of Johannesburg’s Central Admin-
istration Mine. This unusual medium suggests to 
us that the river and its curves are not the whole 
picture, since under the surface there are even 

Dányi & Spencer
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larger forces at play – the forces of capitalist devel-
opment. 

As we leave the bookshop, we wonder about 
the three images and how they relate. To use 
the language of the AIME project, they might 
be recognised as emblems of three modes of 
existence: art [FIC], science [REF] and politics [POL]. 
Multiple truth claims about a singular place: is this 
the inquiry we need to pursue to reset modernity? 
To recognise multiple, distinct and inter-relatable 
ways of making truth claims? Somehow we feel 
something is still missing. What is it? Experience 
of the embodied here and now? Taking the Field 
Book’s encouragement to do a bit of research 
ourselves, we decide to travel to Dresden to fi nd 
the large enclosure. Our idea is not to overwrite 
the ‘Reset Modernity!’ exhibition, but to playfully 
extend it beyond the walls of the ZKM. 

* * *

Getting to Dresden is not diffi  cult (even though 
one of us had to travel half the globe in order to 
even be in the vicinity), but how do we fi nd the 
place depicted by the three images of Friedrich, 
Veith, and Kentridge? We know the area is called 
‘Ostragehege’: it lies about 2 kilometres out of the 
city centre, on the south bank of the Elbe, west of 
a bridge called Marienbrücke. According to the 
German version of the relevant Wikipedia entry,3 
in Friedrich’s time it was part of a larger fl oodplain. 
In the late nineteenth and early twentieth centu-
ries, the fl ow of the river was regulated, so that the 
area could be further developed. Some of the sub-
sequent development projects were the establish-
ment of a massive slaughterhouse, a harbour, and 
several sports clubs. These days, the Ostragehege 
is better known as a protected natural habitat of 
about 35 species of fi sh – at least this is what our 
quick online research tells us. 

We arrive at Dresden around noon. From the 
main station we go straight to the Marienbrücke 
and continue our extended exhibition tour 
westward along the river. We walk for several 
hours in the summer heat, stopping from time to 
time at small inlets and beaches to skip stones, 
watch the fi sh, smell the mud, and listen to the 
birds and the bugs. We also take some time to sit 
down, chat, and make a few notes and drawings 
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of our own. However, as the evening comes closer, 
there is a lingering sense that while we have made 
the eff ort to travel here, we have not succeeded 
in fi nding what we were looking for: the spot that 
Friedrich loved – or so the story goes.

If we wanted to experience Friedrich’s sublime 
nature, perhaps it would have been better to go 
to the Neue Galerie in the city centre, where the 
original of the ‘Large enclosure’ is on display. We 
suspect art museums might be more appropriate 
sites to engage with nineteenth century landscape 
paintings than the places they depict. What 
then about the corrected reality of Veith’s almost 
identical copy? The rationality of the straight-
ened lines and perspectives that was once asso-
ciated with a landscape well known to science, is 
also diffi  cult to celebrate in the Ostragehege. As 
it turns out, the area was a primary target during 
the bombing of Dresden in 1945; the slaughter-
house constructed in the early twentieth century 
was the site where Kurt Vonnegut was imprisoned 
in the last days of the Second World War. These 
days, there are hardly any visible traces left of 
the devastation described in Slaughterhouse-Five 
(1969), but it is also impossible to un-see them as 
we walk past the remnants of the huge industrial 
complex. It is tempting to claim we can sense the 
larger forces of capitalist development Kentridge 
captures so well in his drawings (see a recent exhi-
bition at the Martin Gropius Bau in Berlin),4 but 
we feel ill-equipped to access them. Our time is 
running out, as we need to catch the last train to 
Berlin. We are tired and confused. We somehow 
feel we had a better understanding of the place 
before we travelled here. 

Reviewing the Journey

What might we make of this journey? The prom-
ise of Friedrich’s, Veith’s, and Kentridge’s images 
as they were displayed in Latour et al.’s exhibition 
and catalogue is that they sensitise us to multiple 
truth regimes – the felicities of divergent modes 
of existence associated with art, science, and poli-
tics, among others – held together by the work of 
a curatorial team in a singular place. Staying true 
to these multiple truth regimes, so to speak, and 
finding better ways of holding them together, 
might help us reorient ourselves in a world where 
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our modern devices and institutions seem to be 
less and less adequate. However, when visiting 
the Ostragehege, the clashing and melding of 
multiple truth regimes was not what we found. 
Rather, it was the inchoate happening of a place, 
the experience of a place, which was radically 
unknown to us. It pushed back and exposed the 
naivety of our initial assumptions. 

We felt we needed to leave the exhibition, 
and travel beyond Karlsruhe, if our review of the 
exhibition was to take seriously the moves it 
had proposed. Our journey, in turn, showed that 
engaging with this place as a ‘knowing landscape’ 
would require far more than what might be called 
‘epistemic tourism’: a quick trip to Dresden and an 
afternoon’s stroll along the Elbe. It also revealed 
that collectively resetting modernity would 
require more than six sequential procedures that 
identify, and therefore permit partial shifts, in 
defi ned modes of modern epistemic practices. 

Along our journey, we failed to reset modernity 
because we were unprepared for the pushing 
back of the place that necessitates us to also be 
knowingly involved in at least some of the stories 
that might be told about it. 

Does our failure shed bad light over ‘Reset 
Modernity!’? It depends on how we understand 
the purpose of the exhibition. If it is to off er visitors 
a guide that eff ortlessly extends space beyond 
the walls of the ZKM, rendering every place 
potentially as reset-able as a museum or a labo-
ratory ‘no-place’, then we suspect our confusion 
as trained STS scholars is collective. If, however, 
the purpose is to encourage visitors to take the 
insights of forty years of STS to new places, to 
send them on a walk and make them sweat, then 
our unplanned journey shows that the exhibition 
works. We are still discussing, and we are grateful 
for the experience. 
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I knew when I agreed to review this text that it 
would be a challenge. Leigh Star (although for 
some she was Susan, as recalled by John Leslie 
King - chapter 17) was one of the most infl uential 
scholars of science and technology studies of the 
past thirty years, and her contribution has marked 
(and still inspires) an entire fi eld of research. More-
over, she was renowned for the calmness and 
serenity that she conveyed, the poems that she 
inserted in her writings and speeches, and the 
almost whispered – but incisive – tone of voice 
with which she used to speak. That is to say, it is 
almost impossible to speak of Leigh Star’s work 
without speaking of Leigh herself. Hence review-
ing the book that originates from the conference 
held in her honour at the University of California, 
San Francisco, in September 2011 carries the seri-
ous risk of producing nothing more than an apo-
logia for her work and her person. To avoid this 
risk, therefore, I promise myself and the reader 
not to address Leigh Star’s research in this review, 
even less to describe her personality, but instead 
to concentrate entirely on the book.

From a purely material point of view, the book 
is big, heavy and it has a somehow unusual page 
format which makes it larger than the ‘normal’ 
books you have in your library. The text (articu-
lated in four sections: Ecologies of Knowledge; 
Boundary Objects; Marginalities and Suff ering; 
Infrastructure) consists of collection of writings 
by Star accompanied by contributions from 
coauthors/colleagues/friends (the three catego-

ries often overlap). The contributions are often 
outright research papers which refl ect on Star’s 
concepts and approach, or which show the 
effi  cacy and practical relevance of her thought 
in light of various research examples. Others are 
instead more narrative in form, as in the case of 
the ‘epistolary’ text in which Brian Cantwell Smith 
(chapter 9) draws on the concept of boundary 
object to extend the discussion to what counts 
as an object, and what is implied ontologically 
by looking at the world in terms of objects. Or in 
the case of Eevi Beck, who presents a patchwork 
of diff erent texts and rhetoric styles in order to 
thematize “vague areas of science; where the 
solidity of theories seems to peter out; where 
scientists emerge as eminently human in our 
splendor and our fallibility” (chapter 22: 436). Or 
in the case of Nina Wakeford (chapter 3), who 
discusses Leigh’s queerness by considering a 
working paper written by Star for a feminist 
conference at Aarhus University in 1994. Wakeford 
then illustrates the making of a four-minute digital 
video (for the conference in Leigh’s honor) and 
refl ects on how to challenge and innovate the 
methodological repertoire of STS. 

The complete version of Star’s paper appears 
some chapters later (chapter 6). As I read it (I had 
never heard mention of it before), I was reminded 
of my reactions on first reading Star on the 
occasion of my degree thesis, when I stumbled 
upon the famous ‘onion paper’. Magnificent, 
I thought. Incomparable, splendid, as well as 
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other adjectives indicating beauty or exceeding 
all expectations. In this paper Leigh transports 
the reader to the San Francisco of the 1970s and 
the do-it-yourself technologies and practices for 
artifi cial insemination in the lesbian community. 
She then addresses the question of feminism as 
a method, and of methodology as an experiential 
(and political) form of ordering practice. I shall not 
go into details on the chapter so as not to deprive 
readers of the pleasure and surprise that reading 
it evokes, but I confess that I bit my lip on reading 
that “the trajectory of learning becomes a series 
of encounters with the objects of practice in the 
community” (chapter 6: 154); a refl ection which 
I thought constituted the original feature of a 
paper of mine published in 2001 (sic!).

In fact, on reading the entire book one gains 
the distinct impression that Leigh Star anticipated 
the main themes that animate the current debate 
not only in STS, but more generally in the social 
sciences. I think three examples are suffi  cient.

The fi rst is the attention paid to the role played 
by classifications and infrastructures in the 
contemporary world, and to the idea itself of infra-
structure as a relational concept. For example, if 
we consider the programme of the last 4S/EASST 
conference, we fi nd that the word ‘infrastructure’ is 
one of the most recurrent (to be exact, it appears 
in the titles of 61 papers, and in the names of 6 
diff erent tracks); this year 4S has established an 
‘STS Infrastructure Award’; and if we review the 
last fi ve years of the main STS journals (such as 
Science, Technology and Human Values, Science 
and Technology Studies, and Science, Technology 
and Society), the theme of infrastructure is ubiq-
uitous. If we then move from STS journals to 
more generalist ones (such as Theory, Culture and 
Society, or Sociology), the result does not change: 
indeed, the numbers increase. Although these are 
mere numerical indicators (and Star’s research 
demonstrates how many diff erent forms of reduc-
tionism and standardization lie concealed behind 
numbers), I believe that it can be argued that the 
theme of infrastructure is today of key importance 
for those who deal with STS and/or try to read 
the ‘social’ through an STS lens (not by chance, 
this same book is part of the MIT ‘Infrastruc-
tures Series’). Of course, this also applies to the 
attention devoted to infrastructure by diverse STS 

scholars (fi rst of all, Geoff rey Bowker); but also in 
this case I feel suffi  ciently confi dent in stating that 
“Steps toward an ecology of infrastructure: design 
and access for large information spaces” and “The 
ethnography of infrastructure” (both in the text) 
are seminal articles for anyone dealing with this 
issue.

The second theme is instead linked to the rela-
tionship between the visible and invisible, and in 
particular, to the articulation work that makes it 
possible to hold together the two poles of what 
(like so many other oppositions and clashes) 
should be conceived as a continuum rather than 
a dichotomy. This is the issue that more than any 
other ties Star’s approach to symbolic interac-
tionism and makes social practice the prime unit 
of analysis with which to determine what people 
actually do when they work; as well as how much 
and what type of work people must perform 
‘covertly’ before they can devote themselves to 
‘real-and-proper’ work. In other words, what activi-
ties count as ‘work’ and what activities (or actors) 
are instead removed.

In/visible work has been a core theme for 
diverse bodies of inquiry (CSCW, HCI, organiza-
tion studies, among others), becoming a concept 
almost taken for granted in contemporary STS. 
This has led to a paradoxical consequence and 
to a further variant of invisible work, which Star 
and Strauss mention only in passing, but which 
Kjeld Schmidt well evidences in his contribu-
tion (chapter 18: 346): “the elimination of work 
from the agenda of respectable intellectual 
interests”. Again, I think it suffi  ces to look at the 
programme of the last 4S/EASST conference to 
grasp the importance assumed by the theme of 
work in contemporary STS: of the 185 tracks on 
the conference programme, not even one centres 
specifi cally on the work/organization dynamics 
that characterize technoscientifi c contexts. And 
also when considering the titles of the individual 
papers, the word ‘work’ appears much more often 
as an item comprised in other words (primarily 
‘network’ and ‘framework’), not as a word in its 
own right. As a researcher interested in action of 
technologies in organizational contexts, I cannot 
but endorse the exhortation with which Schmidt 
closes his chapter (18: 349): “a fi ne way to honor 
Leigh’s work would be to strive to make work – 
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the skilful work practices and the problems and 
concerns of ordinary workers – visible again: make 
it a legitimate and respectable topic of study”. This 
is also because, one might add, just as organiza-
tion studies have found in STS a new conceptual 
apparatus with which to read phenomena related 
to work and organizational processes, so STS may 
fi nd in contemporary studies on work and organi-
zational practices stimuli and suggestions with 
which to enrich and renew their interpretative 
instruments.

It is well known, however (and emphasised 
on several occasions in the book) that Star 
regarded the relationship between the visible 
and invisible as only a starting point from which 
to address broader issues and dynamics involved 
in the construction of borders, margins, diff er-
ences and inequalities. The definition of cate-
gories is a political issue, especially in a world 
where knowledge is increasingly shared among 
humans, machines and classifi cation standards. 
As well as in Star’s writings, clear evidence of this 
process is provided in the book’s chapters by Gail 
Hornstein (chapter 14) and Jutta Weber and Cheris 
Kramarae (chapter 15). Although they deal with 
very diff erent research objects (respectively, the 
construction and role of categories in psychiatry, 
and the categorization of ‘civilians’ and ‘victims’ 
in the war currently being waged in Pakistan by 
the United States), both contributions testify to 
the inspirational impact of Star’s ideas. They do 
so in line with the interactionist and ‘grounded’ 
approach to the development of sensitizing 
concepts, able to stimulate the imagination and 
creativity of the researchers who want to engage 
with them.

As transpires from several of Star’s writings (my 
favourite has always been, and remains so upon 
re-reading it, “Living Grounded Theory: cognitive 
and emotional forms of pragmatism” - chapter 
5), her relationship with concepts and ideas was 
physical, corporeal, and embodied. This brings us 
to the third great current theme anticipated by 
Star: aff ect. 

As pointed out by Adele Clarke on discussing 
diff erent forms of anticipation work (chapter 4: 
105), perhaps it was no accident that, as president 
of 4S, Leigh chose the theme of “Silence, Suff ering 
and Survival” for the annual meeting of the 

Society. We must therefore bear in mind that 
Star’s vocabulary consisted not only of concepts 
such as boundary object, infrastructure, and in/
visible work, but also of truth, spirituality and 
hope. These concepts are not to be interpreted 
in ‘modern’ terms but rather in their post-struc-
turalist sense as spaces-between, occasions 
that prevent a priori defi nition of being and the 
development of events, and interactions. These 
are concepts which, as noted by Maria Puig de la 
Bellacasa (in a chapter that I found so beautiful 
and inspiring that I wish I had written it myself ), 
perfectly matches the ecological formulation of 
Star’s thought. “An ecology (...) evokes a site of 
intensities, synergies, and symbiotic processes 
within relational compounds. Ecological circu-
lation functions in cyclic interdependent ways 
rather than by extension. (...) Ecological thinking 
is attentive to the capacity of relation-creation, to 
how diff erent beings aff ect each other, to what 
they do to each other, the internal ‘poiesis’ of a 
particular confi guration.” (chapter 2: 53).

Also the famous cui bono? underpinning Star’s 
work since publication of Ecologies of Knowledge 
(here rightly re-proposed as the book’s opening 
chapter) is a question that does not have the 
ambition to balance the benefi ts that some can 
draw from situations at the expense of others, 
but to make visible what is hidden, repressed or 
silenced. Reality is not a zero-sum game. Hence, 
instead of trying to establish equivalences, it may 
be more sensible (especially from a pragmatic 
point of view) to state diff erences and incommen-
surabilities. 

In conclusion, I believe the book succeeds 
in the diffi  cult task of paying homage to Star’s 
thought and person, outlining various lenses 
through which to read her work. For my part, I 
hope that I have kept the promise made at the 
beginning of this review and been able to arouse 
the reader’s curiosity in this book, which I believe 
will give much pleasure to both those who already 
know Leigh Star and those who have not had the 
fortune of meeting her work. And if I have dwelt 
too long on Leigh Star and the cultural (even 
before theoretical or empirical) contribution made 
by her work, I apologize, but it is due to a question 
of aff ect.
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