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Tracing Data Flows in Norway and Austria: A 
Comparative Study of Vaccination Data Governance

Tone Druglitrø
TIK Centre for Technology, Innovation and Culture, University of Oslo, Norway

Katharina T. Paul
Department of Political Science & Research Platform Governance of Digital Practices, University of Vienna, 
Austria/katharina.t.paul@univie.ac.at

Anna Pichelstorfer
Department of Political Science, University of Vienna, Austria

Abstract
The increased importance of datafication in different domains of society, and health in particular, 
has generated much attention in STS, specifically in the Nordic context. While much of this literature 
tackles newly emerging forms of data governance, we focus on a historically established and mundane 
data practice: that of recording vaccinations in vaccine registries. We mobilise the concept of data 
flows to compare the link between registry practices and governance in two countries: Norway – a data 
intensive welfare state - and Austria, which we label ‘data hesitant’. We ask: What is the role of registries 
in vaccination governance? How do data practices shape and reflect relations between citizens, health 
providers and the state? We show that the governance of immunity is interlocked with the material 
and political circumstances that make data flow. The paper makes visible the benefits of doing situated 
comparisons for better understandings of data practices across countries. 
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Introduction 
The COVID-19 pandemic revealed the immediate 
relevance of immunisation data for vaccination 
governance. For many national immunisation 
programs, data registry practices appeared insuf-
ficient for providing an accurate account of vac-
cine coverage or target risk groups, and to make 
prioritizations as to who should be vaccinated and 
when. One example is Austria, where in January 
2022, the parliament passed a new law by which 

COVID-19 vaccination became mandatory for resi-
dents above the age of 18 (with several exemp-
tions). Yet amongst other things, it was unclear 
how those who had not been vaccinated could be 
identified and how compliance with the vaccine 
mandate could be monitored. It appeared impos-
sible to link the newly established vaccine registry 
with the existing population registry and the epi-
demiological registry (which records people who 
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tested positive for COVID-19). In other words, it 
appeared technically and politically impossible to 
move data from one registry to another, to enable 
the correct data to flow to the proper sites, and to 
enforce a historic piece of legislation – which was 
then ultimately abolished.

This is but one example of how immunisation 
registry data can play a central role in governing 
vaccination not only in times of crisis, but also in 
‘normal’ times. As epidemiologists have shown 
(see, for instance, Crowcroft and Levy-Bruhl, 
2017), registry practices vary considerably across 
countries, including the technical arrangements, 
actors, and practices that are involved in making 
data flow and that make it interoperable with 
other data. From the perspective of science and 
technology studies (STS), this variability in data 
practices and infrastructures is not surprising, 
of course, but their link to contemporary forms 
of governance remains insufficiently explored. 
Doing comparisons between specific practices 
of governing health and disease across countries 
seems particularly pressing in the context of the 
ongoing pandemic, where the efficiency and reli-
ability of immunization registries and the (lack of ) 
interoperability of registry data have shaped not 
only public debates but vaccination governance 
itself. This paper examines this link and asks: What 
is the role of registries in vaccination governance? 
How do data practices shape and reflect relations 
between citizens, health providers and the state? 
In this paper, we study different versions of 
immunisation registries in two countries: Norway 
– a paradigmatic data intensive welfare state - 
and Austria, which we label ‘data hesitant’. We 
analyse how both countries have developed and 
implemented different registry infrastructures 
for collecting data on vaccination. Our analysis 
focusses on childhood immunisation programs 
which are central pillars of public health govern-
ance in welfare states, where political, historical, 
and cultural differences are particularly prevalent. 
While childhood immunisation programs consti-
tute our focus, out of necessity, our analysis also 
sheds light on how registries re-emerged as a 
governance issue in Norway and Austria in the 
early COVID-19 pandemic. 

The main analytical concept that we mobilise in 
this study to capture and understand differences 

in immunisation (data) governance is ‘data flows’. 
Building upon a rapidly emerging body of studies 
on data practices and data journeys in STS (see 
for example Leonelli and Tempini, 2020; Bates et 
al., 2016) allows us to examine the material, social 
and political circumstances that make data travel 
and the values, agencies, and responsibilities that 
are tied to and negotiated on these journeys. We 
postulate that data practices shape and reflect 
deep-rooted historical and political differences 
in governance. Our comparative approach fore-
grounds, first, how the achievement of individual 
and collective immunity is intimately linked to the 
material and political conditions that make data 
flow (or not). Second, and relatedly, we show how 
data flows, in turn, make available specific ways in 
which state authorities, citizens, and health care 
providers become tied together. Below, we lay out 
the analytical framework of our study and then 
proceed to explain our methodological approach. 
Subsequently, our empirical analysis provides a 
detailed account of (vaccination) data governance 
in Norway and Austria and the kind of relations 
they entail between the state, health providers, 
and citizens. 

Investigating registry 
practices and data flows
Scholarship on datafication and digitalisation has 
commented critically on the varied impact of the 
arrival of big data with respect to its potential to 
not only increase surveillance (Boyd and Craw-
ford, 2012), but also its capacity to produce data 
for curing diseases or enhancing access to infor-
mation. Overall, the ‘datafication of health’ (Ruck-
enstein and Dow Schüll, 2017) and medicine has 
been of key interest among the emerging body 
of studies in STS, and much has been written on 
how databases and new digital tools redistribute 
and challenge ethics, accountability, transparency, 
citizenship, as well as patienthood (e.g., Hoyer et 
al., 2019; Pinel and Svendsen, 2021; Ruppert et 
al., 2017; Cakici et al., 2019). The growing num-
ber of studies focussing on the intense datafica-
tion and data optimism in the Nordic countries is 
particularly noteworthy (Bauer, 2014) but tends 
to privilege data-intensive forms of governance 
over those that feature a reluctance or hesitancy 

Druglitrø et al
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towards datafication and digitalisation (Paul and 
Haddad, 2019; Paul and Loer, 2019). The present 
study seeks to contribute to our understanding 
of datafication and digitalisation by contrasting 
two paradigmatic instances that are situated at 
opposite ends of a spectrum of datafication: Nor-
way presents a case of data-intensive governance 
while Austria features what one may call data 
hesitant governance. Setting these against one 
another is instructive for understanding the link 
between registry practices and governance more 
fundamentally in and beyond the public health 
domain. Our study of data flows in vaccination 
governance also speaks to the longstanding inter-
est in enumerative practices for government and 
state formations (e.g., Porter, 1995; Desrosières, 
1998; Scott, 1998). Building on these earlier stud-
ies of data practices, more recent work has turned 
to the socio-material conditions for collecting, 
sharing, and using digital data beyond the state, 
including scientific research and industry actors 
(e.g., Leonelli 2020) and the values, frictions, or 
challenges in accountability that emerge from 
new data (Pinel and Svendsen, 2021; Leonelli and 
Tempini, 2020; Amelang and Bauer, 2019; Høyer et 
al., 2019; Høyer, 2019; Bates et al., 2016; Tupasela et 
al., 2020). Overall, it becomes clear that registries 
do not merely consist of devices and their techni-
cal connections, but function to tie together, or 
hold apart, a range of actors, practices, values, and 
imaginaries (Star and Ruhleder, 1996). 

In the recent edited volume on Data Journeys in 
the Sciences (Leonelli and Tempini, 2020), Leonelli 
proposes the concept of ‘data journeys’ to capture 
and analyse the different “conditions under which 
data are handled, understanding the reasons 
underpinning such diversity, and identifying 
nodes of difference and similarity in ways that can 
help develop best practice” (Leonelli, 2020: 5). Like 
Leonelli, Bates et al. (2016) point to the ‘frictions’ 
of data journeys and how these are linked to the 
historical, cultural, and political circumstances 
of the data. Others have mobilised the concept 
of data flows to analyse the various attachments 
that enable and emerge from such journeys. The 
work of Høyer et al. (2017) and Pinel and Svendsen 
(2021) on flows, nonflows, and overflow, for 
instance, points to the need to study the role 

of data flows for enabling particular relations 
between individuals and the state. 

The present study pushes this link between 
data flows and governance forward. We do 
so by focusing on an area of datafication that 
has typically gone unnoticed in the literature 
on enumerative practices, perhaps due to its 
seemingly mundane character: that of immunisa-
tion registries. Most scholarship on immunisation 
data practices and governance has focussed on 
technical aspects and challenges related to the 
collection, use, and sharing of data (e.g., Pebody, 
2012; Balog, 2012), leaving the political aspects 
of these questions unattended to. Yet, vaccine 
registries are clearly political in nature: First, they 
contain decisions as to how individuals and popu-
lations are targeted and what interventions are 
included as data points (i.e., childhood vaccines, 
COVID booster vaccines, etc). Second, the design 
and use of registries involve questions as to 
how this data can or should be used, such as for 
monitoring individual and collective immunity, 
or vaccine uptake among specific groups. Third, 
registries imply decisions as by whom this data 
can be used and thus distribute agency and 
responsibilities differently. The concept of data 
flows helps us to tease out these political aspects 
and to understand how data comes to matter 
in the first place. It further helps us locate data 
in a concrete physical space – such as doctor’s 
offices or electronic vaccination records - and 
importantly, highlights ‘frictions’ of data flows 
and how these generate and reflect particular 
forms of vaccination governance. Moreover, this 
conceptualization emphasizes how differences 
and contingencies make available different ways 
in which state authorities, citizens, and health 
care providers become tied together by vaccine 
registries – and thus shape what it means to be a 
citizen not only through data (Friese and Latimer, 
2019; Ruppert et al., 2017; Cakici et al., 2019) but 
through the practices and infrastructures that 
make data flow (or not). Finally, paying attention 
to ‘flows’ provides a framework and approach to 
do comparison in a manner that is sensitive to 
contextually contingent practices of governance. 

Science & Technology Studies 37(4)
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Methods and materials: 
Doing comparative case 
studies of data flows 
In the volume Thickening Comparison: On Multiple 
Facets of Comparability, Niewöhner and Schef-
fer (2010: 3) make a case for comparison in eth-
nographic research that should “(exceed) both 
the single case study and the contrasting of any 
number of multiple cases”. Drawing on Geertz’s 
(1973) notion of  ‘thick description’, Niewöhner 
and Scheffer (2010) argue that thickness emerges 
in and from comparison for two reasons: first, 
because it requires a processual and explorative 
attentiveness to the objects and what is com-
pared; and second, it calls for an awareness of the 
limitations of doing comparisons and the reduc-
tions it might implicate (Niewöhner and Scheffer, 
2010: 3–4; see also Friese and Latimer, 2019; Dev-
ille et al., 2016). This argument is in line with other 
methodological contributions in STS that engage 
affirmatively with comparisons and the field’s 
emphasis on case studies as a methodological 
and analytical critique of universals (Beaulieu et 
al., 2007). Like Niewöhner and Scheffer, Beaulieu 
and colleagues (2007: 687) point out how doing 
comparative studies relies upon careful staging 
of the research object – “not through the use of 
a formalized framework, but through interaction 
and conversation”. 

The idea for this paper emerges from a shared 
interest among the authors in challenges related 
to governing immunization, as well as a long-
standing interest in the politics of health and 
disease (Bjørkdahl and Druglitrø 2019; Paul 2016; 
Paul and Loer, 2019). The immediate differences 
that seemed to exist in our empirical sites (Norway 
and Austria) regarding registry practices stood 
in stark contrast to the ongoing requirements 
for interoperability of immunisation data at the 
European level and the level of the World Health 
Organisation (Pichelstorfer and Paul, 2022). These 
efforts to establish technical interoperability 
appeared to be a means towards joint action 
where political integration – a joint vaccination 
program - remains impossible. Observing these 
tensions between technical and political integra-
tion in our respective national contexts in more 
detail, our objects of comparison became shaped 
through what Niewöhner and Scheffer (2010) 

have called ‘thickening contextualisations’. The 
thickening was achieved by different methodo-
logical strategies for the two sites: we conducted a 
mainly document-based analysis and web-based 
study to examine Norwegian data flows, supple-
mented with two interviews. Our study of Austrian 
data flows was primarily shaped by interviews, 
supplemented with document analysis. We will 
detail these asymmetries in data collection in the 
following sections. The differences in our meth-
odological approaches reflect the material differ-
ences in data flows in our two cases, including 
where and by and for whom the data is made 
accessible.

The Norwegian system for data registry 
practice features – at least at the level of policy 
reports, scholarly literature, and web portals – a 
high degree of transparency and accessibility. The 
web portal of the Norwegian National Institute 
of Public Health (NIPH) is, for instance, compre-
hensive in terms of statistics, reports, publica-
tions, legal texts, and fact sheets, providing a 
rich empirical field site. The website became an 
important site for accessing reports and newslet-
ters about immunisation data. Another web portal 
that has been important for this analysis is “Helse-
norge.no” and “My Vaccines”, where individual 
citizens have direct access to their personal immu-
nisation information. The relevant regulations 
around immunisation and health data, including 
data protection, are also all accessible online. We 
have particularly investigated the Norwegian 
Immunization Directive (SYSVAK), which is the 
key legal text for governing the administration 
of vaccination and immunisation data, and the 
Health Registries Act [Helseregisterloven] that 
manages data protection concerns of registry 
data and the Infection Protection Act [Smittev-
ernloven]. We also accessed online newspaper 
articles, press releases by the Ministry of Health, 
and other published interviews with stakeholders 
about the infrastructures for making immunisa-
tion data flow in the Norwegian context. We addi-
tionally interviewed two experts (in Norwegian) 
at the Infectious Disease Registries located at the 
NIPH who were responsible for immunisation 
data collection, sharing, and use. These interviews 
(including follow-up questions and clarifications 

Druglitrø et al
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via subsequent email exchange) were mainly to 
clarify aspects of our analysis of online sources.

In Austria, in contrast to the remarkable trans-
parency and accessibility in Norway, documen-
tation of the National Immunisation Program 
(NIP) has largely been limited to publications of 
annual vaccination rates that are aggregated on 
a national level, which conceal regional variations 
and fractured forms of health data governance. 
Moreover, the closed-off nature of policymaking 
(Prainsack and Gmeiner, 2008) restricts the acces-
sibility of policy materials for researchers – hence 
raising a need for interviews. To be clear, while 
access to digital documents (e.g., annual reports 
and vaccination schedules) is common, these 
documents remain fairly technocratic and do 
not offer insight into policy practices and imple-
mentation. What is more, at the level of federal 
states, even digital material is scarce and much 
knowledge is shared informally. The purpose of the 
interviews was to understand not only different 
perspectives, but specific practices. In this sense, 
we conducted them with a certain “ethnographic 
sensibility” (Prainsack and Wahlberg, 2013) where 
in-person interviews enabled access to data flow 
materials that would have otherwise remained 
inaccessible. As for the Austrian case, we draw on 
ten interviews (in German) with policy officials 
and epidemiologists at public health authori-
ties involved in collecting, curating, and using 
childhood immunisation data. These practice-
oriented interviews were specifically conducted 
for a study of vaccination registries in 2018 using 
a semi-structured interview guide that aimed 
at eliciting narratives about data practices, and 
more specifically how data infrastructures were 
set up and how data is collected, shared, and 
used. We approached senior officials and program 
managers in four out of nine federal states. In our 
sampling strategy, we aimed for variation in our 
selection of sites to understand the variability 
of data collection in Austria. Document analysis 
included annual reports by the Ministry of Health 
over the period of five years, the mother child 
health pass, the websites of pertinent authorities 
(Ministry of Health, social insurers) and printed 
material provided by state authorities. Some of 
this material was not publicly accessible but was 
collected during the interviews when interview 

partners demonstrated how they produced and 
shared data on immunisation, using artefacts such 
as vouchers and template letters or pointing out 
features of software in use.

Using these materials, we sought to trace the 
infrastructures of data flows and in what form data 
travels, and what actors and networks are put to 
work in making data flow. We also focus on how 
vaccination registries are mobilised as governance 
tools in policy reports, and on the material set-up 
of the two national immunisation programs, i.e., 
the infrastructures in which vaccines are admin-
istered and recorded, exploring what is recorded 
or not, by whom, and to what end. In our analysis, 
we use five joint themes to organize the material: 
data entry (with locations and involved actors); 
material data infrastructures and their historical 
development; data sharing and data frictions (i.e. 
references to disconnections and disruptions of 
data flows); data use (e.g. for public health moni-
toring); and the role ascribed to different actors 
(e.g., public health institutions, epidemiologists, 
doctors, citizens) in registries (e.g. as producers, 
owners, or users of data). While comparative 
analysis risks losing empirical, normative, or 
conceptual detail that emerges in single case 
studies, it has clear benefits by putting insights 
from single case studies into perspective and 
specifically allowed us to pool knowledge from 
two parallel research projects. Our own entan-
glement in the two policy contexts as well as 
our experiential knowledge both as users of and 
commentators on these two systems proved 
useful in obtaining access to the field. This ethno-
graphic sensibility (Prainsack and Wahlberg, 
2013) along with our experience of the pandemic 
shaped our comparative approach and the 
multiple iterations of our analysis. The following 
section, we begin our analysis by exploring the 
contingencies of organising, regulating, and 
valuing immunisation data and registries, and 
how they have developed over time. We trace how 
immunisation data is put to work in different ways 
in two national immunisation programs – that of 
Austria and Norway – and networks of sites and 
stakeholders that are included in the organisation 
of immunisation governance. Subsequently, we 
focus more intimately on how data flows, what 
and whose work is involved in making data flow 

Science & Technology Studies 37(4)
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across different locations and how these flows 
mirror and reproduce particular relations between 
the state, citizens, and healthcare providers. 

Tracing public health (data) 
practices and data flows
Norway: data flow optimism and tight 
couplings
Scholarly literature on Nordic countries suggest 
that the establishment of data registries was 
closely connected with the establishment of a 
welfare state, and the flow of data to registries 
and between different registries are said to have 
shaped how individual citizens could be gov-
erned (Alastalo and Helen, 2021; see also Bauer, 
2014; Eklöf, 2016; Schiøtz, 2003; Alver et al., 2013; 
Thygesen et al., 2011; Lie and Roll-Hansen, 2001). 
Parallel to this data intensive governance and 
‘data optimism’ (Lie and Roll-Hansen, 2001), Nor-
way is usually said to feature a high acceptance 
of centralized and interventionist public health 
policy (Tupasela et al., 2020). Immunisation strate-
gies have largely been politically uncontroversial 
and immunisation rates have been traditionally 
high (Asdal and Gradmann, 2014: 182)1. There is an 
advanced legal apparatus around health registries 
that condition the work of health care providers, 
including the EU General Data Protection Regula-
tion (GDPR), which was implemented in Norway in 
2018. The National Immunization Directive (SYS-
VAK-Directive) provides the foundation for this 
centralised structure. The Norwegian Immunisa-
tion Registry called SYSVAK was first introduced 
in the 1970s and is said to be the state’s most 
comprehensive preventative measure oriented 
towards individual citizens (Alver et al., 2013). 
The aim of the SYSVAK registry was to get a com-
prehensive overview of vaccination coverage at 
national, county, and municipal levels, and impor-
tantly an overview of the impact of the Childhood 
Immunisation Program (CIP). As officials at the 
Infectious Disease Registries office pointed out 
in our interview: “The Child Immunisation Pro-
gram has always been the most important part 
of SYSVAK” (Interview 11). Another important aim 
they emphasised was to ensure that this registry, 
combined with other registries, could provide 
a foundation for different health statistics and 

for research. For example, data from SYSVAK are 
made available for researchers, a process that is 
shaped by a set of procedures and legal regula-
tions and requirements for use. 

Norway has fifteen national health registries, 
including SYSVAK. The SYSVAK registry is linked 
to an electronic patient record system, a system 
where health providers register immunisation 
data (a system we will return below). The public 
health system around immunisation is closely 
integrated with the flow of data into SYSVAK. New 
parents, specifically mothers, are immediately 
enrolled in the healthcare system based on their 
personal identification number and their assign-
ment to a public nurse at a local health station. 
Here, parents of infants receive standardised 
instructions related to postnatal care of child and 
maternal health. It is also in this space that children 
are enrolled in the child immunisation program, 
which is structured as a call-recall system until the 
age of fifteen. This system features a logic of equal 
access to vaccinations for all children regard-
less of their social status. While vaccination is not 
mandatory in Norway, to abstain from partici-
pating in the program involves active resistance 
from parents. Local health stations administer 
the call-recall system, and with the help of these 
datafied infrastructures, public health nurses, 
located at schools, help sustain immunisation as 
the default choice. These standardised arrange-
ments to health care may be an important reason 
for why hesitancy around the vaccines in the 
national immunisation program is less prevalent 
in Norway, than in, for instance, Austria. The infra-
structure for childhood immunisation suggests 
a strong social norm, that of participating in not 
only a highly datafied public health infrastructure, 
but the joint production of collective immunity.

In our interviews, officials at the Infectious 
Disease Registries (which administers the SYSVAK 
registry) highlighted the close link between regis-
tering data correctly and conscientiously, the 
value of ‘good registry data’, and individual health 
(Interview 11). They emphasised how the SYSVAK 
regulations delegate a lot of responsibility to 
health care professionals. When performing vacci-
nations, health care workers in Norway are obliged 
to ‘register and report correct vaccination infor-
mation to SYSVAK’ (NIPH, 2014). This obligation is 
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established in the SYSVAK Directive (Forskrift om 
innsamling og behandling av helseopplysninger i 
Nasjonalt vaksinasjonsregister (SYSVAK-registerfor-
skriften) mentioned above. The directive requires 
that the authorised health provider has access 
to an electronic patient record system (EPR) with 
‘SYSVAK integration and communication’. Most 
health providers have an EPR system with a 
SYSVAK integration, but the pandemic also made 
visible how many health care locations where 
vaccinations usually would not be conducted, 
such as elderly health care centres, also needed to 
be equipped with this system in order to partici-
pate in the national corona vaccination program. 
“It is a well-established system, and we have 
health personnel that is good and conscientious. 
(…) So, our health personnel believe in the signifi-
cance of [collecting data] as well as their duties 
and part in it.” (Interview 11).

When the public health nurse registers the 
vaccine, the person and vaccine are linked to 
the personal identification number of the person 
receiving it. From SYSVAK, the aggregated data 
will flow ‘back to’ the public in different shapes – in 
statistics at the national, municipal, and individual 
level (including through digital platforms where 
citizens can access personal health data by using 
their personal identification numbers and the 
BankID service, as we will discuss later). While the 
data that flows into SYSVAK specifically is identifi-
able at the individual level, only a certain number 
of persons at the NIPH are authorised to couple 
immunisation data with personal identification 
numbers. Here, data protection regulations play a 
key role. In reports on vaccine coverage directed 
towards the public, the data will be available at 
the county and national level. Data at the munici-
pality level can be accessed through the Statis-
tical Bank of Municipality Health ‘(Kommunehelsas 
statistikkbank)’. 

A characteristic feature of Norwegian immu-
nisation governance is then that data is valued 
as a source for knowledge production that can 
provide the foundation for immunisation control 
and surveillance and be used for developing new 
research-based public health policy strategies. 
Another characteristic is how legal structures 
and a clear demarcation of expertise and respon-
sibility make sure that data is collected and put 

to work in different sites and by different actors. 
‘Good’ immunisation (data) governance in the 
Norwegian context depends upon the ability to 
legally tie together a broad set of actors, sites, and 
technical solutions to sustain a good data flow. 
For instance, the role of public officials in making 
data flow is directly linked to individual person’s 
immunity, by their legally assigned responsibility 
to ensure the reliability of the data that is made 
to flow into the SYSVAK registry. When the data is 
reported to SYSVAK, it does not simply flow into 
the registry. It has to be validated first and this is 
done by manual as well as automated procedures, 
which sometimes fail and disrupt flow. In this part 
of the flow, the role of the officials is to take out 
‘instances’ that they are sure are wrong. 2  This is 
what they call ‘data washing (datavask)’. To do 
this they use a ‘rule engine’. In our interview they 
described the rule engine in this way: 

You can say the rule engine washes in its 
own way, because it “throws out” people who 
apparently have not received all doses according 
to recommendations and programs from the 
statistics. But the purpose of it is actually to check 
if a person is completely protected against the 
given disease they are vaccinated against. The rule 
engine is easily set up. It runs through a series of 
rules per person per vaccine dose where it counts 
days between doses. (Interview 11)

In our interviews, the officials highlighted how 
frictions in this tightly coupled system would reg-
ularly occur – for instance, from typing errors from 
health personnel or technical errors in the system. 
“We spend a lot of time on technical error in vac-
cination reports,” the public officials said. If error 
happens, it may, according to the officials, directly 
affect children’s immunity: “If the wrong date is 
registered for example, it will affect the intervals of 
vaccination and the child’s immunity – for exam-
ple if the dose is given too early” (Interview 11). 
The direct link between registry data, data-based 
actions, and status of immunity was the subject 
of public debate during the COVID-19 pandemic. 
The NIPH launched the emergency preparedness 
registry named ‘Beredt-C19’ (‘Prepared-C19’) as an 
addition to the national immunisation program to 
“frequently extract and compile data from the var-
ious data sources” to provide the authorities with 
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the “relevant, essential knowledge base to deal 
with the COVID-19 epidemic” (NIPH, 2020). Daily 
couplings were made between this registry and 
other registries, and correspondingly, the NIPH 
received daily inquiries by researchers request-
ing access to the registry data. This coupling of 
registries generated, for instance, the insight that 
occupational groups such as waiters and bus 
drivers are at a greater risk of COVID-19 infection 
(Magnusson et al., 2020). Furthermore, when Nor-
wegian decision makers were discussing how they 
could improve vaccination rates, they could use an 
immunisation registry which was well linked with 
other registries.3 The interoperability of different 
registries enabled health authorities in principle 
to identify individuals who, for example, had not 
been vaccinated. 

However, during the COVID-19 pandemic, the 
unusual situation of having to reach and immunise 
a large proportion of the population within a rela-
tively short time span revealed the shortcomings 
of registries (even though tightly coupled) to 
provide a basis for mass-immunisation and prior-
itizations in vaccination governance. For example, 
the phone registries (which again are linked up 
to the personal identification number of each 
citizen) were not reliable in that several phone 
numbers could be registered to one person, but 
used by others (for instance, family members). 
Furthermore, when it came to defining prioriti-
zation schemes for COVID-19 vaccination in late 
2021, critical voices pointed out how exclusively 
identifying risk groups based upon registry data 
foreclosed discussion of other and more efficient 
ways of realising herd immunity (see, for instance, 
Mamelund et al., 2021).

Hence, frictions in data flows regularly come 
to the fore despite the tight couplings between 
registries, sites, and expertise through which data 
travels, and despite the rather comprehensive 
legal structures that shape this practice. These 
frictions might be due to technical errors in the 
reporting or curation of data or when the registry 
data provides the foundation for making prior-
itizations in terms of vaccination, as during the 
pandemic. How can these flows and frictions be 
compared to the Austrian situation?

Druglitrø et al

Austria: data flow resistance and loose 
couplings
Austria is organised according to a federalist 
structure whereby public health policy, including 
implementation of vaccination policy, remains 
mainly within the remit of its nine federal states. 
The national childhood immunisation program 
in Austria was established in 1998, a few decades 
after its Norwegian counterpart SYSVAK was first 
piloted. Like in Norway, childhood vaccination in 
Austria remains voluntary, and the target group 
for the national immunisation program consists 
of children up to the age of 15 years. While the 
two cases both share this central value of pro-
moting collective immunity, institutional design 
and implementation practices differ substantially 
across the two countries. Vaccination rates are 
comparatively low in Austria, according to the 
World Health Organization (WHO) (2020) – one in 
five infants do not receive basic vaccinations by 
the age of two. Public health infrastructures are 
less visible than in the Norwegian case as child-
hood vaccinations are typically administered in 
GP offices, rather than public vaccination centres, 
and childhood vaccination practices strongly rely 
on the initiatives of medical professionals, parents, 
and caregivers. New parents and their children are 
not automatically assigned to a public health insti-
tution but need to take initiative in finding a pae-
diatrician to arrange for childhood immunisations. 

In the same way as implementation of the 
national immunization program is shaped by 
the federalist setup, each federal state is respon-
sible for gathering and reporting data about 
childhood vaccination to the Ministry of Health 
and has established particular practices and infra-
structures for doing so. While epidemiologists, 
who assign great scientific value to immunisa-
tion data, have long called for a more centralized 
approach, Austria continued to lack one until 
the emergence of a rapidly designed registry for 
COVID-19 vaccines, as discussed further below. 
In fact, and in contrast to Norwegian practices, 
Austria has a history of resisting the centralization 
of data infrastructures and collection of public 
health data, stemming from conflicts over ‘data 
ownership’ between federal states, the Ministry 
of Health, general practitioners, and epidemiolo-
gists that view data as a public good.4 Pointing to 
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this controversy over data ownership, an epidemi-
ologist argues: “this data does not belong to the 
Ministry of Health […] we collect and record this 
data as part of the national surveillance system 
and from the point of view on data protection it 
belongs to no one” (Interview 7). These concerns 
over data ownership and access to vaccination 
data in combination with the argument by the 
Austrian Medical Association that public health 
data collection might not be reconcilable with 
data protection effectively prevented the centrali-
zation of data infrastructures for years (Paul et al, 
2021).5 Notably, our interview partners referred to 
data protection as a central political value more 
generally, rather than specific regulations that 
may apply, such as the EU General Data Protection 
Regulation (GDPR) or the Austrian E-Health Regu-
lation (Gesundheitstelematikgesetz). 

As our interviews reveal, a diverse range of 
methods of collecting data on childhood immuni-
sation are used across the country, shaping how 
data flows are organised and, by extension, what 
kind of knowledge can be produced about the 
immunity of the Austrian population. In contrast 
to Norway, the practice of immunising an indi-
vidual is only loosely linked to the immunisation 
data used by the state.6 This has several reasons: 
For one, instead of legally defined responsibilities 
to report data as in the Norwegian case, GPs and 
paediatricians in Austria are only paid for admin-
istering vaccines once their data is delivered on a 
quarterly basis, thus creating a financial incentive 
for data reporting. Private doctors, however, where 
patients pay out of pocket, typically have little 
incentive to submit data, as payments for data 
delivery are considered comparatively low. This 
leaves a substantial number of childhood (and 
other) vaccinations provided unaccounted for. 
Furthermore, immunisation data travels through 
many different sites. Once it is collected by doctors 
in private practices, it moves to local health offices, 
then onwards to the regional health directorate, 
who then report aggregate data to the Ministry 
of Health on a quarterly basis. Moreover, a variety 
of data collection practices exist in Austria: While 
in some states, paper vouchers are distributed to 
parents of infants and then collected at the point 
of care to document vaccination, other states rely 
on doctors to document vaccination themselves 

and to report these to local public health authori-
ties. In addition, some states collect individual 
level data on vaccination, whereas others do not. 
Finally, as a public health official points out, such 
data work is onerous and risks distracting from 
what they understand to be their main responsi-
bility: “our aim is to ensure that children are vacci-
nated, and we therefore sometimes forgo data 
collection” (Interview 8). 

These different data registries (and some of 
our interview partners questioned whether the 
term registry is even applicable for some of the 
regional databases) are not used for research, nor 
can individual immunisation records be linked 
to population registries. Instead, these regis-
tries primarily serve to organize the reimburse-
ment of primary care physicians and calculate an 
estimated vaccination coverage rate for a specific 
cohort. Respondents also critically comment on 
the way some data is merely stored, but not used: 
school-based data (such as on vaccination, but 
also screenings) is thought to “end up in some 
drawer” (Interview 1) and is not put to use for 
research purposes. A senior public health official, 
for instance, tells us she would like to measure 
the impact of regional information campaigns 
(Interview 3) to get a better understanding of the 
impact of their own work. An electronic vaccina-
tion pass, she suggests, would also help her get 
better resources, “for it would provide numbers 
which have more effect [to substantiate a claim for 
money for a new program]” (Interview 3). 

In whichever way this data is collected at the 
decentralized level of federal states, individual level 
data, including all local knowledge this implies, is 
disembedded from the data files once this data is 
delivered to the Ministry of Health, which is done 
on a quarterly basis. This anonymised, aggregated 
dataset typically includes only vaccines per recent 
birth cohort rather than the complete dataset, 
thus, as statisticians and epidemiologists argue, 
adding to imprecision (Interview 9, 10). Due to the 
highly localised and different ways of counting, 
national vaccination rates can only be estimated. 
The fact that data is not effectively used for 
centralised steering or research does not mean 
that data is not valued as such, but that digitalisa-
tion in vaccination governance – and other policy 
areas, for that matter – presents something like a 
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Pandora’s box to decision makers. Better data and 
more knowledge from secondary research risks 
revealing that tackling under-vaccination may 
require more complex, and more politically and 
financially costly interventions, such as addressing 
socio-economic inequalities or rethinking the 
voluntary and loosely organised nature of the 
national immunisation programme. In contrast to 
our Norwegian case, where independent research 
on public health and evaluations of its governance 
is enabled by access to registries, these questions 
remain unaddressed in Austria, for the very nature 
of infrastructures shapes what kind of evaluative 
questions can be asked to begin with.

Given that public health infrastructures in 
Austria are less centralized than in the Norwegian 
case, and that vaccinations are typically admin-
istered in paediatric or GP offices rather than at 
public vaccination centres, childhood vaccina-
tion strongly relies on the initiatives of medical 
professionals and parents (similar to adult vacci-
nations in Norway). In addition, the fact that 
childhood vaccines are mostly administered in 
doctors’ private practices foregrounds individual 
decision-making rather than the communal value 
of vaccination. This loose link between individual 
immunisation and collective immunity is also 
reflected in the ways in which data loosely travels 
from the site of vaccine provision to adminis-
trative bodies and state authorities. There are 
thus many obstructions to data flow built into 
the Austrian immunisation data practices. They 
range from questions concerning the distributed 
authority to gather data, distributed ownership of 
data, material properties of the data (where the 
variety of data forms, ranging from paper-based 
records to excel spreadsheets or local digital 
systems, make it more difficult for data to travel), 
and historically established resistances to central-
ized data collection. This fragmentation stands 
in contrast to the value assigned to centralized 
health data in the case of the Norwegian data 
imaginary.

Druglitrø et al

Data flows and the making (and 
remaking) of citizen-state relations 
Norway: good vaccination governance as 
(digitized) user-participation
Making immunisation data available to the 
broader public is a key part of the SYSVAK’s activi-
ties. On the SYSVAK websites of the NIPH, there 
are statistics on corona vaccination, child immuni-
sation program, HPV vaccinations and the overall 
SYSVAK registry. The statistics are accompanied 
by explanatory text, and hyperlinks are used to 
link up to related, but specialised topics. A video is 
uploaded on the frontpage with the title: “How to 
register data in SYSVAK”, clearly targeting health 
personnel. There is also information about the 
vaccination service and how it is linked up to the 
registry data, an overview of data protection, and 
rights related to accessing and deleting data. Indi-
vidual citizens are more directly linked up to the 
data flow by other digital platforms and numerical 
tools. Recently, individuals have been attributed 
increased responsibility for personal immunisa-
tion data by the development of different digital 
solutions for making this data flow from the point 
of immunisation, through the registries, and back 
to the citizens. Since 2011, individual level data 
has flowed back to the individual citizen mainly 
through the digital service Helsenorge.no. At its 
launch, the reasoning given to the public was 
that disseminating immunisation information to 
citizens would provide “better care and better 
health services” (Strøm-Erichsen, 2011 cited in 
Bjerkestrand, 2016; see also NRK 2011, 15 June). 
The service was framed according to the principle 
of “user participation” (Norwegian: brukermed-
virkning)7, which meant that ‘users’ – or citizens – 
have control of the personal immunisation data 
that the state collects but also are envisioned to 
be able to better take care of themselves in terms 
of health. The Minister of Health and Social Affairs 
stated in their press release: “The health services 
must - to a greater extent than today - be able to 
involve users and patients. I mean that the patient 
must be enabled to be an active participant in 
questions regarding their own health. That means 
amongst other things that we need to focus 
strongly on digital services” (Strøm-Erichsen, 2011 
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cited in Bjerkestrand, 2016; see also NRK 2011, 15 
June). 

In the beginning, the web portal was packed 
with health information relating to different 
issues and problems, enacting the ‘traditional’ 
top-down mode of public health communication, 
but in a new outfit, so to speak (see Bjørkdahl 
and Druglitrø, 2019). Access to information about 
immunisation status and vaccines was added the 
same year as the launch under the heading ‘My 
vaccines’, making it possible also to download 
up-to-date vaccine passports. Since then, various 
adjustments have been made. For instance, ‘My 
Vaccines’ now also offers detailed information 
about past vaccinations, as well as a log showing 
by whom and when individual immunisation data 
has been accessed, and for what purposes. 

This arrangement enacts the citizen as a 
co-owner of data and grants them a right to trans-
parency in data flows. In 2021, Helsenorge.no was 
launched as a mobile app, providing personal 
health data directly to mobile phones. While the 
portal was from the outset promoted as adaptable 
and dynamic where new features could be added 
when needed, critics asked if this was only 
another addition to the state’s ‘collection of digital 
links’ (Bjerkestrand, 2016) – not only pointing to 
the obsession of technical fixes to problems of 
public administration, but also a comment on the 
top-down and non-user-friendly mode of commu-
nicating health information. While the issue 
of data protection has accompanied different 
technical solutions in Norway, our study indicates 
that other problems and issues have also increas-
ingly featured in public debates. 

In the Norwegian case we see how data flows 
connect different locations and actors. This heter-
ogeneity is enabled and sustained by the broad 
distribution of responsibility attached to the 
curators of data or the bearers of data: technical 
systems, health care providers, and citizens. There 
are no, at least in principle, passive producers or 
recipients of data. Public health infrastructures, 
and to a great extent public health policies, target 
the individual and facilitate the active partici-
pation of citizens in reaching the immunisation 
goals of the state. This also includes the broader 
‘publics’: technologists and informaticians, public 
health officers, interest organisations, and others. 
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At the same time, while data seems to flow quite 
smoothly across many sites, we have also begun 
to identify frictions in terms of what is experienced 
as good and bad modes of governing vaccination. 

Austria: from local to centralised data flows 
and emerging ‘users’
The Austrian data practices do not only differ from 
Norwegian ones in the extent of datafication and 
how this data is made to travel through differ-
ent sites to the state, but also by whom this data 
can be used and for what purposes. Through the 
specific ways in which only some data is made to 
flow (individual level data is removed from the 
aggregated data file that is sent to the Ministry 
of Health), these data practices enact citizenship 
differently than in our Norwegian case: in Austria, 
the citizen is a resource for data, but data does 
not flow back to the citizen. While citizens have 
an active role in vaccination governance and are, 
together with health care providers, responsible 
for monitoring their immunisation status or that 
of their children without the interference of an 
active state (distinct from the Norwegian system, 
there is no call-recall system in place)8, they are 
not involved in data management, curation, or 
use. More specifically, they are rendered absent as 
individuals as soon as data moves from regional 
public health offices to the Ministry of Health. As 
mentioned above, the data that is used at the 
national level constructs a collective based on 
aggregated data where all references to individu-
als have been removed. This absent individual 
must be understood against the backdrop of a 
strong concern in Austria for individual data pro-
tection and privacy through which all efforts to 
health data collection have been framed and, in 
many cases, have been successfully opposed. 

Furthermore, beyond the specific COVID-19 
registry, these locally specific vaccine registries 
cannot be linked to individual level data, such 
as in population registries, thus hindering more 
specific assessments of the vaccination system, 
of specific regions with a low vaccine uptake, or 
of subgroups that may be hard to reach or are 
otherwise vulnerable. Data frictions and the lack 
of interoperability with other registry systems, 
such as the population registry, influence who is 
or can be targeted and governed through immu-
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nisation data collection, curation, and use, in what 
ways, and whose immunity can become knowable 
and manageable. 

The limited availability of immunisation data for 
governance changed substantially with the devel-
opment of COVID-19 vaccines. The pandemic 
provided a window of opportunity for acceler-
ating a long-standing techno-political project, 
the introduction of electronic vaccination cards 
and, underlying these, a central registry. New 
legislation on digital health was rapidly passed 
in October 2020, establishing a legal and at once 
moral mandate for individual-level data collection 
for the sake of public health (Gesundheitstelema-
tikgesetz, 2020). The pandemic offered an oppor-
tunity to introduce the electronic vaccination card 
rapidly without extensive societal debate, and 
specifically without providing the legal possibility 
of opting out of data collection. This is particularly 
interesting given the historical resistance to digi-
talisation, specifically from medical associations, 
data protection activists, and local authorities that 
had invested in their own local data infrastruc-
tures – often citing economic costs as being in the 
way of centralisation. While the electronic vacci-
nation card was initially planned for the national 
childhood immunisation program, its implemen-
tation was strongly shaped by the pandemic and 
currently includes only data on COVID-19 vaccines 
– not solving the data frictions teased out and 
discussed above. In the long term, the digital 
record is meant to achieve a variety of goals: 
to gradually replace paper-based vaccination 
records, to integrate federal data registries into a 
centralized vaccine registry, to increase adminis-
trative efficacy, and to enable better governance 
of communicable diseases, including the ability 
to assess and manage collective immunity. In 
addition, and crucially so, the electronic vacci-
nation card is to allow citizens to access and 
download their own immunisation record. The 
download option also includes access to a person-
alised digital EU COVID-19 Certificate, or Green 
Pass. The electronic vaccination card functions 
as a technology that provides citizens with a 
different role in the practices of governing vacci-
nation and immunological relations. It enables 
new data flows between different sites and actors 
(e.g., GP practices, public health centres, Ministry 

of Health, citizens), and these data flows have 
been further facilitated by a change in legislation 
which mandates health care providers to deliver 
data on COVID-19 vaccination data electronically 
– much like in the Norwegian case. 

This additional data infrastructure produces a 
particular relation between citizens and the state: 
at least for the purpose of pandemic manage-
ment, the state now obtains precise data on which 
segments of the population have (not) been 
vaccinated. In addition, it ties together vaccina-
tion and the use of data to participation in society: 
the vaccination became an entry requirement for 
many places such as restaurants, gyms, or hair 
stylists. The way in which data is made to flow 
makes citizens not only into objects of data (data 
is collected about them) but also into subjects, as 
active users of data (Ruppert et al., 2017). Other 
envisioned functions of the electronic vaccina-
tion card were, however, side-lined, such as the 
implementation of a call-recall system, which was 
initially planned but has not been carried out so 
far. Nor were data flows between different regis-
tries enabled that would have allowed an effective 
targeting of the unvaccinated population. The 
Austrian case thus demonstrates that datafication 
and digitalization might indeed bring about new 
forms of citizenship and participation in public 
health, but that these depend upon data flows to 
be realised.

Conclusion
In this paper, we examined a seemingly mundane 
infrastructure of datafication and governance: 
immunisation registries. Despite their key role in 
immunisation governance, these registries have 
received little attention outside of epidemiology. 
Driven by an interest in datafication efforts – both 
successful and less successful projects – we com-
pared Norwegian and Austrian registries, respec-
tively. Using qualitative methods, we examined 
data flows that form part of vaccine registries 
and how these reflect but also produce particular 
styles of governance. We label these ‘data inten-
sive’ governance in the Norwegian case and ‘data 
hesitant’ for our Austrian case. Importantly, our 
study goes beyond the technicalities that make 
data flow (which, as it turned out, are never just 
technicalities), but allows us to sketch the ways 
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in which data flows tie together – or disconnect 
– different actors involved in vaccination govern-
ance, including the state, health care providers, 
and citizens. Summing up, we find a fundamen-
tal two-way relation between vaccine registries 
and the governance of collective and individual 
immunity: First, it is only when data begins to 
flow that immunization comes to count for public 
health. Second, and simultaneously, the very flow 
of data – or the lack thereof - is contingent upon 
and embedded in the sociotechnical conditions 
of governance, including relations of trust and 
responsibility among central actor groups includ-
ing the state, health providers, and citizens. 

In the Norwegian case, data flows from indi-
vidual bodies to registries and back again to 
different users. Key to these data flows are the 
clear allocation of responsibilities and the link 
between data and vaccination, as well as tight 
couplings between different data sites. This flow 
of data and the ways in which immunisation data 
is made available to users forms part of the state’s 
efforts towards collective immunity. The registry 
system in Norway is sustained by a collective of 
curators and users, technologies, legal instru-
ments, and expertise. The individual responsibility 
for immunisation is a central part of making data 
flow in a ‘good’ way in the Norwegian context. 

In the Austrian case, the allocation of respon-
sibility and link between data and immunization 
are less standardised and more fragmented across 
different federal states. It becomes apparent 
here that such a fragmented organisation of 
data collection produces obstructions in the data 
flow and makes data less reliable as a source for 
research or policymaking. Moreover, the non-
centralised and non-digitised organisation of data 
assigns even more responsibility to the individual 
to manage their own immunisation status (e.g., in 
the case of loss of paper-based records), and data 
practices are only loosely related to vaccination 
governance. At the same time, this renders the 
individual citizen invisible in data governance. 
The loosely organised character of the national 
immunisation program has not changed with the 
recent introduction of the electronic vaccination 
card that remains limited in its use. Now, as before, 
the flow of data is obstructed in different ways. 
This obstruction manifests itself, for instance, in 

the failure to include essential features such as 
call-recall functions for basic immunizations and 
booster vaccination. These frictions are reminders 
of Star and Ruhleder’s (1996) argument that data 
infrastructures are never finished in that tools and 
features are added, tinkered with, abandoned, or 
contested.

Investigating vaccination governance in terms 
of its underlying data infrastructures provides 
insights into the role of registries in governance 
more generally. Such an approach should not 
privilege flows over non-flows but should treat 
these symmetrically and as regular features of 
governance. Non-flows, as much as data flows, 
produce and reflect politically and culturally 
specific relations between citizens, healthcare 
providers and the state. A better understanding of 
the sociotechnical distribution of rights, agency, 
and responsibilities regarding both data flows and 
immunization itself is particularly pertinent given 
the many political implications that vaccination 
registries have. 

A comparative approach to data flows high-
lights the contingencies of data practices and 
helps reveal how the socio-materiality of data is 
deeply cultural and political. To us, a comparative 
approach is valuable and productive in the same 
way that is often deemed to be a burden: the very 
act of comparing raises more questions about 
the empirical object (Deville et al., 2016) that call 
for further comparative investigations as well as 
for more in-depth individual case studies. The 
current pandemic demonstrates the necessity of a 
(historically) situated way of looking at, first, what 
has come to count in immunisation and how data 
infrastructures enable immunisation practices, 
but also how such infrastructures of datafication 
are resisted and where resistance is located. As 
this paper shows, immunisation, as a historically 
established, but newly politicised policy area, can 
function as a platform from which to mobilise key 
questions for the future of the datafied welfare 
state (Dencik and Kaun, 2020), particularly as to 
how data practices establish concepts of respon-
sible citizenship and new socio-political catego-
ries, such as who is immune enough and thus 
deserving of rights and privileges. 

Science & Technology Studies 37(4)
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APPENDIX
Interview partners 
1. Senior public health official of federal state 1, Austria, 19 April 2018
2. Senior public health official of federal state 3, Austria, 7 May 2018
3. Data administrator, federal state 3, Austria, 8 May 2018
4. Senior public health official of federal state 2, Austria, 22 March 2018
5. Data administrator, federal state 2, Austria, 22 March 2018
6. Senior immunologist, Austria, 21 February 2018
7. Senior epidemiologist, Austria, 6 March 2018 
8. Senior public health official of federal state 4, Austria, 24 May 2018
9. Senior statistician, Austria, 25 May 2018
10. Senior epidemiologist, Austria, 30 January 2019
11. Public official at the Infectious Disease Registries, Norway, 3 March 2021 (including follow-up email 

exchanges: 10 March 2021 and 11 March 2021) – conducted online
12. Public official at the Infectious Disease Registries, Norway, 3 March 2021- conducted online
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Notes
1  Up to date vaccination rates can be found at Ourworldindata.org/vaccination.

2 For the CIP, the officials consider 100 % reporting of the immunizations; for the flu shot they estimate 
20% underreporting.

3 The question of making vaccination mandatory by law was raised by different political groups but was 
quickly shut down by the Norwegian Director of Health, stating that ‘trust’ was a key value attached to 
the nation’s vaccination strategy. 

4 This resistance to centralized data infrastructures is also related to a quite recent recognition of epide-
miology as a public health discipline in Austria. As a senior public health expert of the state agency 
responsible for public health critically commented on, clinicians are still taken more seriously in public 
health than epidemiologists (Interview 3). 

5 Criticism of the non-use of registry data in Austria extends beyond the specific area of vaccination and 
researchers have only recently succeeded in lobbying for the establishment of the Austrian Micro Data 
Center (AMDC) that allows researchers to work with registry data.

6 The recent introduction of COVID-19 vaccines forms an exception to that, as for COVID-19 vaccines 
every act of immunisation is immediately entered into a centralized database. 

7 See also Ministry of Health and Care Services (2019) where the ambitions of user participation is 
repeated and strengthened, and where helsenorge.no is a key service in these ambitions.

8 This was the case in the COVID-19 vaccine rollout, too, since citizens themselves had to sign up for 
regional vaccination waiting lists or rely on their GP to encourage them to do so. Furthermore, parents 
of infants must find a doctor and sometimes even have to purchase the vaccine themselves and take it 
to the doctor.
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Abstract 
Microbial products are becoming common alternatives for pesticides and fertilizers in light of the 
unsustainability of chemical products. What the microbes in these products are, though—that is, how 
they are enacted—varies across regulatory, research and development, and growing spaces, and that 
variation matters to how they are regulated. From document analyses, interviews, and ethnographic 
work with scientists, growers, and policy actors, we find that these microbes are epistemically uneven, 
sometimes with pinned-down identities, and sometimes with loosely woven textures with holes. 
Amid calls to tailor regulations specifically for these products, we suggest that regulations predicated 
on discrete identities and predictable and controllable functions will fail to account for all users’ 
experiences, and that regulation may need to learn to live with the lacy texture of microbes across 
contexts. 
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Introduction 
Conventional agriculture runs on inputs—not 
just oil into tractors, but also into soil. The petro-
derived fertilizers that drove the ’green revolution’ 
continue to shape agricultural soils, still largely 
conceived as inert substrates.  Nitrogen, phos-
phorus, potassium and pesticides are poured into 
and onto soils to support crop growth and yield, 
with ’yield’ defined in the short-term through a 
single season’s production and profit rather than 
through the land’s long-term fertility. Meanwhile, 
regenerative, biodynamic, and other sustain-
ability-minded forms of agriculture have long 

approached fields as richly multispecies endeav-
ours of plants, animals, insects, and the micro-
scopic life inhabiting and making up the soil itself. 
While the idea of microbial inoculants has been 
around in US agriculture for more than a century, 
it is now more prevalent in conventional systems, 
where multispecies considerations of agriculture 
(agroecology) have become part of company 
narratives toward more self-sustaining soils and 
more sustainable futures. ’Soil health’ is becom-
ing a centrepiece in sustainability conversations, 
even within Big Ag (Krzwoszynska and Marchesi, 
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regulators, and regulations make sense of the 
microbes in these products? And where might 
tensions exist between microbial products and 
the expectations applied to them? We draw on 23 
interviews with scientists employed at companies 
that make these products, agriculturalists who use 
them, and stakeholders working in and around 
agricultural policymaking in the United States. We 
asked about the microbes with which they work, 
the types of products to which those microbes 
contribute, and their perspectives on current and 
potential future regulatory architectures for those 
products. We then contextualised what they said 
in the wider academic, grey, and industry litera-
ture about the role of microbes in growing crops. 
In addition, we conducted a more in-depth ethno-
graphic project at a small agricultural microbial 
company. This project is the focus of a different 
paper in preparation, but the data certainly inform 
the discussion here.  

What we found were different enactments of 
microbial identity in each sector. In the realm of 
policy, regulations require pinned-down, discrete 
microbial (genetic and functional) identities. In 
turn, scientists working for the companies that 
produce these products must choose how (by 
what method) to pin an identity onto microbes, 
in addition to choosing which genetic or func-
tional identities to include in a product. In 
contrast, growers gather data about microbial 
identity differently; that is, through their sense-
able presences as expressed through the complex 
interactions that comprise a field—that is, as a 
gestalt rather than as a species or even a function. 
Moreover, they do so through assembling those 
observations across time, characterizing a microbe 
as a pattern or an effect rather than a discrete thing 
such as a species name or a genome sequence. 
This ontoepistemic disconnect between microbial 
identities on labels and microbial identities in 
fields suggests that regulatory frameworks—even 
if configured for microbes as microbes, rather than 
as chemical-equivalents—will likely be unable to 
account for how microbial identity is enacted in 
any practical sense.

But more than that, our analysis points to a 
possibility that because microbes are indetermi-
nate in multiple ways, no one may know what a 
microbe is across these shifting contexts—from 
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2020), and noticing the importance of microbial 
worlds has become a prominent discourse in 
social science, whether in discussions of soil and 
agriculture (e.g., Lyons, 2020; Puig de la Bellacasa, 
2017, 2019) or the human body and other geog-
raphies (e.g., Lorimer, 2020; Greenhough et al., 
2020).  ’Healthy’ bodies and soils are coming to be 
understood as integrated ecosystems—as homes 
for many living things or even as living things 
themselves-- not merely inert matrices to support 
crops. Our interest in this paper is to investigate 
how microbial identity is understood in a rapidly 
expanding industry and how, specifically, what 
a microbe is, is enacted by different groups (R&D 
scientists, regulators, and growers) as beneficial 
agricultural inputs. 

In this context, the green revolution’s chemical 
inputs are now understood to be both unsustain-
able and potentially toxic to soil life (Pingali, 2012; 
Banjeree et al., 2019). But, because yields need to 
be sustained and/or increased and soil health has 
often been compromised, inputs cannot easily be 
eliminated. Instead, product makers are turning 
towards creating replacements that support 
longer views of agricultural sustainability. Simul-
taneously, scientific and societal appreciation for 
the value of microbes in supporting the health of 
many environments has expanded, as have tech-
nologies for understanding and employing them 
(Paxson and Helmreich, 2014). Consequently, 
agricultural products containing microbes or 
microbially derived compounds are increasingly 
being explored in conventional field cropping 
systems to support crop growth, suppress pests, 
and sustain soil ecosystems. Most agricultural 
giants such as Bayer (which acquired Monsanto in 
2018) and Corteva (a subsidiary of Dow Chemical) 
now sport microbial product amendment lines. 
Although such amendments are only occasionally 
one-to-one replacements for non-living chemical 
products, in the absence of regulations developed 
specifically for microbe-based products, microbes 
tend to be subject to regulations similar to their 
chemical predecessors.

In this study, we ask: how is microbial identity 
enacted when living microbial products are 
slotted into regulatory frameworks designed for 
non-living chemical products? How do research-
and-development (R&D) scientists, growers, 
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through multiple practices, such that further work 
is required to assemble these into a shared sense 
of a stable thing (e.g., Mol, 2003). As such, rather 
than thinking of things as continuous, congruous, 
and smooth across their enactments, we might 
be better off thinking about the texture of things 
across enactments as being a variable, dynamic, 
uneven, and inconsistent fabric. Some ideas of 
things are dense, relatively immobile, solid, more 
shared across practices and more stable. Others 
are patchy, uneven, loosely woven with holes, 
invisibilities, and inconsistencies; they are “slip-
pery” as are, for example, enactments of wild 
and farmed salmon (Lien and Law, 2011). Because 
things are assembled and these assemblages are 
textured like fabrics, perspective matters; the 
location in the fabric matters; ‘the same thing’ 
may not be the same thing to everyone, every-
where, everywhen, and therefore what we know 
about microbes is always factish, or provisional 
(Latour, 2012; Flachs, 2019). A microbe on a prod-
uct label might be a taxonomic genus or a quan-
tity of spores, whereas in a lab that ’same microbe’ 
may be a phenotype under a microscope or petri 
dish, and in a field, in that ’same microbe’ might 
appear through other cues such as plants with 
healthy roots. 

In asking “who knows what a microbe is?”, we 
take inspiration from Annemarie Mol’s question: 
“who knows what a woman is?” (Mol, 2015). Mol’s 
point is to demonstrate that a woman is not a very 
tightly woven thing; different disciplines (and 
ways of knowing beyond academia) have very 
different ideas about the answer to the question 
of what a woman is and are linked to who is 
doing the knowing, how the knowing is done, 
and whom the knowing is for. We want to make 
a similar move here. Microbes are like women. 
While some microbiologists learn about microbes 
by growing them in isolated cultures, others do so 
by sequencing community DNA from samples of 
soil or seawater, with the potential for strikingly 
different conclusions about which microbes exist 
and what they can do. Since microbial product 
regulation relies on knowledge claims about 
microbes, we need to get at the texture of the 
fabric—how different enactments of microbes are 
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lab to production line to agricultural field, for 
example—because microbial identity varies 
unpredictably and unevenly across them. Further, 
this lack of coherence might not be resolved 
simply by learning more about agricultural 
microbes, or by implementing one standardised 
view. That is, the gap between what a microbe is 
on a label and what a microbe is in a field is not 
a “productive” form of not-knowing that enables 
scientists to continue pursuing further epistemic 
certainty indefinitely (Lehman, 2021; Reinecke and 
Bimm, 2022). Rather, we argue that sites or regions 
of microbial unknowability may be a feature of 
more-than-human agricultural landscapes that 
current regulatory frameworks have difficulty 
acknowledging. We wonder about the capacity 
of these frameworks to allow microbes to be as 
uneven as the texture of agricultural microbial 
enactments are themselves. 

The uneven texture of 
microbial enactments
Copious scholarship in the tradition of actor-
network theory and material-semiotics tells 
us that our epistemic makings of what ‘things’ 
are—microbes per se—are not only constructed 
in practice, but also are assembled differently 

Figure 1. Lacy fabric: discrete flowers in a field of 
holes
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assembled—to understand the work that regula-
tions might or might not be able to do.

Further, these variable epistemic enactments 
and subsequent assemblages of what things 
are, are not easily separable from their onto-
logical properties. As has been demonstrated 
elsewhere across the growing critical microbe-
studies literature, microbes are also ontologically 
complex and hard to pin down (O’Malley, 2014); 
taxonomic designations, for example, such as 
species, do a poor job of containing them (Ward 
et al, 2008; Murray et al., 2021) and the metabolic 
and phenotypic aspects of microbes that we use 
to characterize them functionally, change readily 
across time and space (e.g., Nguyen et al., 2021). 
We therefore began this analysis of agricultural 
microbiome products with the expectation that 
the fabric of how microbes are known in agricul-
tural products would not be smooth and solid. 
After investigating practices that enact microbes 
across agricultural-product contexts (regulation, 
R&D, and agricultural practice), we have come 
to think of them as them lacy: woven so that in 
some places discrete notions of what microbes 
are, are formed—blossoms or flourishes in the 
fabric; moments of discrete knownness through 
labels or lab results—but in between these, a sort 
of gauze; a slippery fabric filled with holes (Figure 
1). Microbes as we know them—that is, human 
enactments of microbial life in various contexts—
feel like islands of knowing, flowers in the gauze, 
but are only ever single states of microbe-ness 
from single vantage points (giving them ‘inter-
pretable flexibility’ a concept that itself has been 
somewhat flexy (e.g., Leigh-Star, 2010; or Fish, 
1980). In any case, try to pin down a microbe and 
they’re inclined to slip—something we see even 
in regulatory frameworks designed around an 
assumption of fixedness. 

This sense of microbial not-quiteness and the 
multiplicitous interpretations of microbes by 
various stakeholders make microbes rich and 
delightful subjects for critical analysis, but trou-
blesome subjects for regulation. Regulatory 
bodies such as the US Food and Drug Adminis-
tration (FDA) and the US Environmental Protec-
tion Agency (EPA) do make regulations around 
microbes. However, the regulations they make 
can cause plenty of trouble for, for example, 

artisan cheesemakers, whose ways of knowing 
what good cheese is—meticulous production 
practices, evaluation via visual and olfactory cues, 
etc.—don’t always align with how the FDA knows 
what constitutes a safe food product (Paxson, 
2008). Regulations around agricultural microbial 
products similarly attempt to sort ‘good’ or safe 
microbes from ‘bad’” or dangerous ones through 
enactments of microbes that do not necessarily 
align with how agriculturalists judge microbes. 
Further, R&D scientists’ inside knowledge of 
their microbial product’s capabilities also only 
partially aligns with the judgements that regu-
lations require. Herein lies the trouble: making 
regulatory enactments of microbes meaningful 
to scientist and grower enactments of microbes 
requires a lot of work, and sometimes does not 
work at all. Much of the challenge seems to lie 
in the difference between the solid-ish moments 
of “’knowing’” (e.g., obtained by lab results and 
presented on labels) and the quite varied textures 
of how growers know microbes once they are in 
the field. So, our question becomes: who knows 
what a microbe is? When, where and how do they 
know it? In the next section, we discuss the ways in 
which microbes are slippery to begin with, and in 
the subsequent sections we discuss the modes of 
enacting microbes in regulations and R&D. Finally, 
we think about how growers enact microbes and 
what discrepancies among these perspectives this 
means for our abilities (or inabilities) to even know 
what a microbe is?

Microbial identity: slippage 
in taxonomic and functional 
classifications lead to 
epistemic inconsistencies
Humans come to know microbes through diverse 
practices, many of which do not extend from 
modern Western microbiology (e.g., Giraldo-Her-
rera, 2018; Hey, 2019; Muenster, 2018). However, 
for the purposes of regulations and R&D settings 
in the US, we can say that microbes tend to be 
formally or officially categorised either taxonomi-
cally (e.g., phylum, species, strain) or functionally 
(e.g., ‘Nitrogen-fixer’ or ‘Phosphorous-solubiliser’). 
Because one works in capacities as identified by 
humans and one works in genetic or morpho-
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logical differences, these two systems of knowing 
microbes do not always produce the same distinc-
tions, in ways that set up other kinds of epistemic 
inconsistencies.

Taxonomic classification is a prevalent way of 
knowing biological life, but also a long-standing 
problem for microbes. It is well-known that the 
concept of species doesn’t work well for bacteria, 
yeast, and fungi (e.g., Doolittle and Papke, 2006; 
Staley, 2006). Microbes are prone to exchanging 
genetic material ‘horizontally’ with other cells 
in ways that often disrupt two core taxonomic 
principles: the assumption that any one creature 
has one and only one fixed genome throughout 
its lifetime, and the idea of a ‘species barrier’ that 
means members of different species are less likely 
to mate, combine their genomic material, and 
produce viable offspring. Microbes also trouble 
ideas of phylogenetic ‘trees’ with tidily branch-
ing paths that begin with common ancestors and 
feather out into families of more recently differen-
tiated cousins. Instead, maps of microbial relations 
are highly rhizomatic and reticulate.

Nevertheless, in the absence of a yet widely 
accepted alternative way to handle taxonomy 
(though see Hedlund and Whitman, 2022), 
microbes remain known via species, delineated 
by genetic material. Species designations also 
underpin most agricultural microbial regulation. 
One common point of reference are designations 
made by the Animal and Plant Health Inspec-
tion Service (APHIS) which uses the prevalent 
pathogen lists (e.g., Center for Invasive Species 
and Ecosystem Health, 2018a, 2018b ) to delineate 
species that may be moved across state lines with 
and without permits, such as native or naturalised 
plant pests or biocontrol agents (APHIS, 2020). 
The federal Health & Human Services and the US 
Department of Agriculture (USDA) also maintain 
the Select Agent Program which, in 2021, 
contained 233 microorganismal species (including 
viruses) that are considered severe threats “to 
public health and safety and to animal health or 
products” (USDA, 2021). Corporate researchers 
who want to include such species in commercial 
products would be hard pressed to demonstrate 
the safety of these ‘outlaw’ microbes, though 
there are occasional exceptions, one of which, 

a Burkholderia species, will be detailed below. If 
there is enough literature supporting the safety 
of a particular strain, some microbes become 
generally recognised as safe and are easier to 
pass through both federal and state regulations 
(as discussed later). However, far more microbes 
occupy regulatory grey zones, that is, neither 
generally recognised as safe nor outlawed—either 
because they remain taxonomically ambiguous 
(such as in the case of microbes newly ‘discovered’ 
through bioprospecting) or because their range of 
potential behaviours cannot be cleanly predicted.

Functional classification of microbes, or the 
grouping together of microbes by their meta-
bolic capacities or effects on organisms or eco-
systems, is also quite prevalent in R&D settings. In 
practice, species designations are not always the 
most useful way to classify microbes in agriculture 
for reasons that have nothing to do with taxo-
nomic messiness; rather it is that multiple kinds of 
microbes may perform the same agronomic job 
(in ecologies this is sometimes called functional 
redundancy). Researchers and other humans 
who work with microbes often talk about them in 
terms of their signature function or capacity, that 
is, the capabilities that professions or industries 
value most among the repertoire of what a given 
microbe can do. For practical purposes in agricul-
ture, it may be less useful to know a taxonomic 
designation such as species or strain names and 
more salient to know that a microbial community 
includes a nitrogen-fixer, phosphorous-solubiliser, 
or a fungicidal bacteria. 

The conflation of species identity and func-
tional capacity creates a tension for regulating 
and using microbe-based agricultural products 
because a species name on the label does not 
always stably align with a single set of functions 
that this species will reliably perform. Labels 
are required to describe what a product does, 
but what a product does may change with how 
and where it is used. Microbes, like other living 
things, respond to their environments. Moreover, 
they may also undergo genetic changes as they 
reproduce and dwell with others, so that the 
microbe that goes into the bottle may not be 
identical to the microbe that proliferates in the 
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field in either genome-based taxonomic or func-
tional terms. 

This imperfect alignment between taxonomy 
and function becomes important for companies 
that must defend, simultaneously, the safety 
and efficacy of their products. Companies, in 
keeping with contemporary practice in other 
industries and research areas, may establish 
microbial taxonomic identity by sequencing only 
a small portion of a strain’s DNA (a portion often 
known as 16S) However, this portion of the DNA 
may, indeed, is likely—to remain stable even as 
other changes occur that matter to a microbe’s 
phenotype or functional capacity (Terzaghi and 
O’Hara, 1990). Consequently, when microbes are 
identified via 16S, taxonomic and functional iden-
tities may not move in lockstep. 

Not all ways of knowing microbes revolve 
around species. Growers and extension scientists 
gather data differently and may know microbes 
through observation of crop health or soil texture 
or changes that occur in crops and soils over 
seasons and decades. Microbes influence nutri-
tional status or field quality in ways that can be 
perceived sensorily: green plants, rapid growth 
rates, rich black soils, vigorous root growth 
shown off on agricultural microbe social media, 
or gestalt senses of crop-soil complex ‘health’. 
In agricultural praxis, knowing what is effective 
often comes through accumulated experi-
ence over time and across contexts, looking for 

patterns across multiple ‘reaction norms’ or range 
of observed variation of a crop, a field, or of a 
microbe-containing agricultural product (Figure 
2). Growers and plant breeders have long under-
stood that there is no such thing as a ubiquitously 
good crop variety, that is, one which is always 
good in all years, fields, conditions, etc. Further, 
the challenge of predicting crop performance 
has grown only more difficult in the weird envi-
ronments produced by climate change (Iizumi 
and Ramankutty, 2016; van Etten et al, 2019). 
Decisions about what varieties to plant are often 
made based on long-term, cumulative, and 
often intuitive knowledge and then bet-hedging 
against unpredictability. In the past, in large-scale 
contemporary monocultures, the slopes of linear 
crop reaction norms that have helped predict 
performance and major crop-environment inter-
actions have been relatively well-characterised. 
More to the point, crops planted anew each year 
from commercial seed do not mutate, exchange 
genes, or otherwise evolve within or across gener-
ations. Microbes, which do mutate, exchange, and 
evolve rapidly, are less linearly predictable than 
plants; they also have shorter histories of delib-
erate human observation. For microbes, there are 
more spaces of unknowability that cannot neces-
sarily be predicted across time, environment, and 
context; a difficult place from which to regulate. 
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Figure 2. Reaction Norms. Growers expect that living things will vary across environments. Reaction norms are a 
commonly employed visual in agriculture to describe variability of living things, e.g., crops across environments. 
“Environments” can be considered as any number of contexts such as fields, locations, years, or different condi-
tions such as high and low rainfall.
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What regulators know 
a microbe to be
We begin with how regulations ‘know’ microbes 
or, in other words, with how microbes are enacted 
through microbial product categories. Regula-
tions dictate microbial product categories (e.g., 
biopesticide) for labels and markets. Defining 
these categories is central to enactment of com-
mercial agricultural microbes. Mirroring the cate-
gories employed for synthetic chemical products, 
microbe-containing products are most often clas-
sified either under biopesticides or biofertilizers/
biostimulants. Because different categories of 
agricultural products are regulated by different 
agencies, producers think about which regulat-
ing body they will face before making discrete 
claims about individual products and the ingredi-
ents they contain. Those claims may be only tenu-
ously connected to the potential activities of the 
microbes inside the bottle in that many microbes 
do many things and only one of those functions 
need be listed on a label. Therefore, regulations 
apply to what a company claims a product does—
and companies are not obliged to openly claim 
that their microbes have all the functions they 
may know them to have. 

In the United States, any agricultural product 
that claims to kill things (to work as a pesticide) 
is subject to regulations set by the federal Envi-
ronmental Protection Agency (EPA).1 This includes 
chemical and biopesticides: fungicides that kill 
fungi, herbicides that kill plants, insecticides that 
kill insects, and so on. Once “pesticidal intent” is 
claimed, a product‘s risk is evaluated on the basis 
of its individual ingredients. Microbes, in this case, 
are an ingredient. For every taxonomically distin-
guished microbe in a -cidal product, a company 
must provide evidence that that microbe is safe for 
non-target organisms (it kills only the organisms it 
is meant to). For microbes already characterised 
for agricultural use, adequate evidence can come 
from an existing body of literature. For unfamiliar 
microbes, companies must make statements 
about both taxonomy and provide proof of non-
toxicity, either of which may raise a rationale for 
refusing product approval.

In contrast, products which claim life-stimu-
lating effects—biofertilizers and biostimulants—
are not typically regulated by the EPA, but by 

individual state governments as each sees fit.2 
Such products encompass a range of plant nutri-
tion-supporting functions beyond basic fertilizers 
such as avoiding, correcting, or preventing nutri-
tion-based plant disorders (e.g., blossom end rot, 
or chlorosis, etc.); improving soil or seed nutrient 
conditions for better root growth; supporting 
or improving organic matter biodegradation; 
optimizing soil conditions for increased ‘plant 
vigour’ or ‘abiotic stress resistance’; improving 
overall plant nutrition or nutrient uptake; and 
so on (EPA, 2023). The modes of action through 
which microbes may perform these functions are 
similarly varied. The EPA also judges certain modes 
of (non-pesticidal) biostimulant action (known 
as plant growth regulators (PGRs)) to fall under 
its authority as “enhancing, promoting, or stimu-
lating fruit growth and development; inhibiting 
or promoting sprouting; inducing, promoting, 
retarding, or suppressing seed germination; and 
enhancing or promoting crop, fruit, or produce 
colour, development, quality, or shape”. So, not 
only are the positioning of a microbial pesticide 
and its subsequent regulation defined by the 
claims of the producer, the modes of microbial 
action which subject a product to EPA regulations 
are slippery. It can be quite tricky to distinguish 
a product that promotes vigorous plants from a 
product that promotes things attached to vigour 
such as fruit development or quality because 
these effects often travel together. Therefore, 
where, by whom and for which qualities a microbe 
is identified and regulated is slippery fabric to 
begin with. 

The EPA requires that microbes employed in 
products under its jurisdiction be “deposit[ed] in 
a nationally recognised culture collection.” For a 
microbial species to be recognised as a species 
with an internationally authoritative species name, 
it must be held in pure culture in two separate, 
internationally recognised culture collections. 
(This requirement raises issues for microbes that 
cannot be cultured or depend on the presence 
of another organism for survival, and the global 
microbial taxonomy community is reconsidering 
and revising it.) In fact, the microbial product (and 
intellectual property) worlds often operate at the 
level of strain, a finer distinction than species. 
Bacteria evolve quickly and thus exhibit a high 
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degree of genetic variability. Maintenance of a 
particular strain within a species becomes a way 
for product developers to attempt to ensure more 
specific functionality and ownership of particular 
genetic variants within species. EPA regulations 
state that “each new isolate for which registra-
tion is sought have a unique identifier following 
the taxonomic name of the microorganism, and 
the registration application must be supported by 
data” both to indicate that the strain is what the 
company claims it to be, and that it is the same 
or different than strains that have been registered 
and used before. The EPA has this to say about 
confirming microbial product identity:

The product analysis data requirements for 
microbial pest control agents (MPCAs) parallel 
those for conventional chemical pesticides...
However, due to the unique nature, composi-
tion, and mode of action of the MPCAs, there 
are some important differences. For example, 
protozoa, bacteria, fungi, and viruses should be 
identified to the extent possible by taxonomic 
position, serotype, composition, and strain, or 
by any other appropriate specific means. This 
information would take the place of chemical 
name and structure information for conventional 
chemical pesticides. In addition, the Agency must 
be reasonably assured that the methods used and 
the data submitted are capable of demonstrating 
that the microbial pesticide used in the field is the 
same as that which was tested for safety. (EPA, 
biopesticide registration section on the website, 
2021).

There is much ambiguity to take note of here; 
the EPA requires microbes be identified to the 
extent possible suggests that even in formal regu-
latory documents there may be implicit recog-
nition, if not direct articulation of the difficulty 
of knowing what a microbe is. Regarding other 
squishy language in this passage, interviewees 
tell us that in practice, what the EPA means by 
“reasonable assurance” is determined on a case-
by-case basis. But, at least in some cases, this 
means that proof the pesticide tested is the same 
as the pesticide applied requires a comparison of 
genetic or metabolite data from the field to the 
original lab tests.

The EPA (and some state-level regulatory 
bodies) will not approve some species under any 

circumstances because they cause harm or are 
related to pathogens that cause harm to human, 
animal, or plant life. For example, the genus Burk-
holderia is (in-theory) off-limits because some 
members are responsible for a variety of human, 
domestic animal, and plant diseases, including 
several species considered to be potential biolog-
ical warfare agents (Compant et al, 2008). In other 
taxa, judgements are made at the strain level, as is 
the case for members of the species Pseudomonas 
aeruginosa. Pseudomonas is a close taxonomic 
cousin of Burkholderia, enough so that some 
species have been moved back and forth between 
those two groups over time and taxonomic disa-
greements. P. aeruginosa is ubiquitous in soil, 
water, and built environments. However, some 
strains are opportunistic pathogens responsible 
for life-threatening lung infections in people 
with cystic fibrosis. We interviewed researchers 
from one company that sought approval for a 
Burkholderia-containing biopesticide product 
with confirmation of non-pathogenicity obtained 
directly from the Cystic Fibrosis Foundation. 
Even so, the EPA required that live microbes be 
replaced with heat-killed ones. This was possible 
in this case because the active ingredient was a 
microbial metabolite retained in the final product, 
but an additional step and deal-breaker for living 
microbial products. In the end, a live organism was 
literally reshaped to look like a chemical product. 

Such judgements are even slipperier because 
pathogenicity is often not a property of a microbe 
but of a context. Many sometimes-pathogens are 
routinely present in environments where they 
do not cause disease, only becoming a problem 
when environmental disruption gives them room 
to grow. P. aeruginosa is probably dwelling with 
you right now, wherever you are reading this 
paper. Unless you have a respiratory disorder, this 
should cause you no concern; the human respira-
tory tract is typically efficient at trapping and 
sweeping inhaled bacteria into the back of the 
throat where they can be harmlessly swallowed. 
If you have cystic fibrosis, however, or a disorder 
that changes how trapping mucus and sweeping 
cilia function to keep your respiratory tract clean, 
inhaled P. aeruginosa cells can stay put in the lower 
reaches of your lungs, reproduce, and build anti-
biotic-resistant biofilms. P. aeruginosa only forms 
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biofilms when gathered as a sizable community 
or’quorum’ of cells, making them a non-issue when 
small numbers of cells are regularly cleared out. P. 
aeruginosa becomes a different kind of microbe 
in the lungs of someone with cystic fibrosis, with 
distinctive and situationally pathogenic charac-
teristics. Clostridium difficile is another well-known 
example of a microbe that becomes pathogenic, 
rather than being a pathogen; ordinarily present 
in small numbers in every human gut, it causes 
disease and even death when sustained antibi-
otic exposure kills large segments of someone’s 
normal flora, leaving an unusually large ecological 
niche for the antibiotic-resistant ’C diff’ to fill. 

Examples of such contextual pathogens 
abound in agriculture. For example, most 
microbial species that cause the multi-etiology 
disease known as ’root rot,’ such as Alternaria, 
Botrytis, and Fusarium, routinely live in agricul-
tural soils. But, it takes it takes damp or otherwise 
conducive environmental conditions for disease 
to occur. Certainly, recommending any of these 
species as a microbial amendment would be hard 
going, just as arguing for C. difficile as a probiotic 
would be. However, if disease were diagnosed on 
mere presence of a potential pathogen, then every 
field and every human would be diseased, even 
when they clearly are not suffering symptoms. 
And not all cases are as clear-cut. As we will see 
in the following section, one of the most favoured 
agricultural microbes, Bacillus subtilis, can occupy 
different places in the lacy fabric as ’beneficial’ 
or ’-cidal’ depending both on context and the 
epistemic point of view from which it is enacted.

For products that do not belong to the EPA 
remit, individual state agencies must choose how 
to regulate them. Many state-level regulations 
are concerned with accurate labeling: does the 
product contain the microbe (and the amount of 
microbe) on the label and do what the company 
claims? However, the evidence that companies 
must provide to address that concern varies. 
Under relatively strict Oregon regulations, the 
term ’biostimulant’ is considered one of several 
“undefined” and “misleading” terms not allowed 
on packaging.3 What are then called biofertilizers 
or require comprehensive lists of ingredients 
and their derivations, plus heavy metal testing 
reports detailing how the testing was done. Some 

ingredients, including certain acids and “waste-
derived” products, require additional data. Live 
microbes trigger additional content-verifica-
tion requirements: an “agricultural amendment 
product label” (Figure 3), detailing the “number of 
viable organisms” by weight or volume (typically 
reported as spores or colony forming units, CFUs) 
plus a warning statement for all microorganisms 
established by the American Biological Safety 
Association (ABSA) to carry an “elevated risk” of 
human pathogenicity (Oregon Department of 
Agriculture, 2023). There is, again, a list of bad 
actors. While each of these modes of pinning 
down microbial identity comes with its own set 
of epistemic negotiations, by the time they come 
to bear upon product regulation, the evidence 
poured into each taxonomic delineation or list 
or set of literature has been reduced to a point, a 
discrete microbial identity that falls to one side or 
the other of a line that separates acceptable from 
unacceptable. 

At the opposite extreme, Texas operates on 
what is effectively an honour system. Several 
interlocuters told us that registering a biostimu-
lant in Texas requires nothing more than mailing 
in a payment. Therefore, the same microbe—
name, genome, and documented function—may 
be transformed from threatening to non-threat-
ening simply by crossing state lines. Yet whether 
ingredients raise concerns or not, companies must 
apply for product approval, separately, from each 
state in which they wish to be allowed to sell that 
product—a significant regulatory burden that 
shapes the claims they choose to make and where 
they choose to make them in ways independent 
of the potential capabilities of the microbes they 
contain.

What R&D scientists know 
a microbe to be
As we have described, microbial products are pri-
marily regulated based on claims made, and sec-
ondarily on ingredients listed. The decision about 
whether to make a particular claim or not repre-
sents a branching point and presents challenges 
for manufacturers of biological products. For 
example, a company might observe that microbes 
used in a product have both killing and stimulat-
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ing properties. By choosing to claim that the prod-
uct functions as a biostimulant, they may avoid 
EPA regulations entirely and only seek approval 
from those states in which they plan to market it. 
The very same product could also be marketed 
as a biopesticide, without anything changing 
other than the words on the label and regulating 
agency.

The cost of seeking EPA approval for a new 
biopesticide can be substantial (particularly for 
multi-microbe, i.e., multi-ingredient products), 
so small companies with limited resources may 
favour seeking approval for products as biostimu-
lants to avoid that burden. They can do so without 
modifying the composition of the product 
because the same microbes may have multiple 
functions or may do different things in different 
environments. This is to say, outside of regulatory 
contexts, the distinctions between biostimulants 
and biopesticides—the difference between which 
facilitates life and that which facilitates death—
may not be clear. Indeed, it may 
not exist at all. 

Among entrepreneurs and 
scientists, however, microbial 
multiplicity is often a selling 
point: one product can do more 
than one thing. For example, 
Bacillus subtilis is well-known 
and loved for its plant growth-
stimulating functions because 
(depending on the strain) it 
makes soil phosphorus more 
soluble and available for plant 
roots to absorb, ’fixes’ inorganic 
nitrogen into plant-available 
organic nitrogen compounds 
or induces other plant growth-
positive functions such as 
producing growth hormones.4 
But B. subtilis also secretes 
metabolites that damage fungal 
cell walls and performs other 
potential ’-cidal’ activities (Li et 
al., 2021). Scientists employed 
at biologicals companies, as well 

as technicians and growers who use B. subtilis-
containing products, observe that they protect 
against common diseases caused by fungi such 
as Pythium and Phytophthora. Though scientific 
evidence remains correlative and not causative 
on this point, some also believe that B. subtilis 
affects plant health in broader ecosystemic ways 
by affecting the community structures of other 
soil microbiota; as numbers of B. subtilis increase 
in an ecosystem, numbers of other contextually 
pathogenic microorganisms decrease. B. subtilis 
appears to support ’healthy’ soil microbial ecosys-
tems, which in turn give fungi with pathogenic 
potential fewer opportunities to reproduce and 
take over in disease-causing numbers. By affecting 
fungal abundance, B. subtilis may appear to have 
fungicidal properties without ever committing 
fungicide at all. 

Such modes or mechanisms of promoting soil 
or crop health also do not align well with regula-
tory assumptions largely inherited from chemical 
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products. If a company wishes approval for a 
biopesticide, that product must pass regulations 
that assume that its -cidal effects occur through 
killing other organisms, even if the product’s anti-
fungal activity suppresses fungal growth through 
ways other than killing. Some companies can and 
sometimes do position a product as having both 
stimulant and -cidal effects. Yet many smaller 
companies with fewer resources rarely bother 
with that expense, preferring instead to compen-
sate for mandated reductionist labels through 
nuanced conversation with consumers about 
multiple benefits. However, while microbial multi-
plicity and context-responsiveness can be attrac-
tive to the right consumers, these attributes can 
also be stumbling blocks in an industry where 
products have often been followed by the ’snake 
oil’ accusation and purveyors would prefer to 
advertise products concisely to both consumers 
and R&D investors; unpredictability does not tend 
to be attractive in capitalist enterprises. In our 
interviews, representatives from large companies 
who can afford the regulatory expenses for 
multiple product positionings often argued for 
even stricter regulations as the solution for that 
reputation. But we wonder something slightly 
different: whether it is possible for any amount of 
regulation to contend with microbial functional 
identities if they are never one thing to begin with.

The troublesomeness of microbial multiplicity 
is true for taxonomic identities as well. As previ-
ously mentioned, data confirming species or strain 
are usually only required for novel or previously 
uncharacterised microbes. But what is a character-
ised microbe and where and when is it character-
ised? The trickiness of microbial identity is a source 
of regulatory instability for multiple reasons. For 
one, taxonomists sometimes revise classifications 
such that a microbe might be in a clade (a group 
with a presumed shared evolutionary history) 
recognised in the literature as generally safe one 
day and become a member of a more risky clade 
the next. For another, taxonomy is troublesome 
because living things evolve, and the microbe 
applied or what the microbe becomes in the field 
may not be identical to the microbe put into the 
bottle and cleared by regulatory processes. The 
implicit hope expressed by most R&D scientists for 
the fate of most agricultural microbial products is, 

of course, that they will survive, at least tempo-
rarily, in fields. However, much remains unknown 
about the persistence of product microbes or their 
long-term effects in soils because researchers 
have largely focused on functional traits rather 
than ecological traits related to a microbe’s ability 
to establish in the field (Kaminsky et al., 2019).

What we do know is that microbes take up 
genetic material from their environments and 
often mutate as they reproduce. We know they 
routinely change which genes they express, and 
we know phenotypes and associated expression 
profiles in the field will differ from those tested in 
the lab. Taxonomic identity may or may not relate 
to functional identity, even beyond the functional 
multiplicity mentioned above. Put most simply, 
microbial identity may become something we 
have no way to predict; something that can only 
ever be enacted in a discrete way very briefly, at a 
particular place, in a single moment in time, and 
from a certain perspective. 

Company R&D scientists are not thrilled by this 
kind of slipperiness because it complicates both 
marketing and intellectual property claims. It also 
complicates asking questions about what the 
long-term outcomes of microbial products will 
be, a topic in which regulators and growers have 
mutual interest. No one was willing to talk about 
risks on the record, but they were acknowledged 
by a small number of scientists, and some risks 
have been brought up in the literature for instance, 
by Jack et al. (2021) in a paper entitled “Microbial 
Inoculants: Silver Bullet or Microbial Jurassic Park?” 
Some companies compensate for other kinds of 
functional uncertainties by designing ’redundant’ 
products—microbial mixes containing multiple 
species with the same theoretical capabilities 
(e.g., nitrogen-fixing)—in hope that if one species 
fails to ’do its job’ in a particular environment, 
another will. “We are trying to compensate for 
environmental variability” one scientist told us 
about a biostimulant that contains twenty-one 
species of microbe. “We just want to make sure it 
works in as many soil types as possible.” Functional 
redundancy also plays a role in how R&D scientists 
think about bioprospecting; if multiple microbes 
perform the same job, choosing one for a product 
can be a matter of choosing which one is easiest 
and cheapest to grow. In some ways, this reflects 
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the way that growers tend to enact microbial 
identities: they don’t particularly care who does 
the N-fixing or the pathogen suppression, they 
just need it to get done and their empirical obser-
vations of their fields are how they know if it does 
or does not. 

What growers know a microbe to be
What growers need to know about microbial 
products is, at times, quite different than what 
either regulators or R&D scientists need to know. 
(It should be noted that ’grower’ is a far from 
homogeneous category; the supervisor of an 
industrial-scale corn farm has a much different job 
and a much different set of empirical tools than an 
organic, local, multi-crop community-supported 
agriculture (CSA) farmer. That said, when we refer 
to ’growers’ in this paper, we are speaking of data 
collected from individuals growing many differ-
ent crops, but who all have frequent, critical-to-
success, hands-on interactions with agricultural 
fields.) Federal regulations require knowing 
whether a microbe is a member of a presumed-
safe species with no toxic effects. State regula-
tions typically focus on a product’s contents, 
safety to varying degrees, and the accuracy of its 
labelling. R&D scientists need to know whether 
they can correlate a microbe’s genetic signature 
with a stable function under model conditions, 
and that a particular microbe fits within permis-
sible regulatory categories. But the key question 
for an end-user has less to do with pinning down 
whom a microbe is and what it does, and more 
to do with how microbial actions manifest in the 
success of agroecological systems over time. What 
growers need to know is: How do microbes affect 
my fields and crops over days, weeks, seasons, and 
years? 

No label can fully answer this question. Labels 
best describe what microbe-based products have 
been demonstrated to do in certain model and 
experimental conditions, and it is axiomatic in 
biology that lab conditions are not the field—let 
alone your particular field.  On the contrary, as 
Maureen O’Malley (2015: 29) observes, it may be 
especially the case for microbes that “laboratory 
environments often select organisms for capaci-
ties they do not exhibit in the wild,” suggesting it 

is more likely than not that what a microbe does in 
the field will be misaligned with what a lab-deter-
mined label can report. 

Growers are savvy though, so, while regulators 
may strive to pin down islands of certainty in a 
sea of microbial slipperiness—discrete flowers in 
the gauzy lace—people who grow plants expect 
that living things will not always behave the same. 
Over time, they have come to expect unpredict-
ability, and very few solid moments of knowing in 
an otherwise uncertain fabric. Growing is always 
gambling, we were told, but microbes are a form 
of bet-hedging in the same way that selecting the 
best seed variety for your field is bet-hedging. In 
fact, thinking about the contents of a microbial 
product as similar to the contents of a seed packet 
is helpful. A seed packet label suggests some 
properties of the contents but is also not neces-
sarily a deterministic prediction of the results of 
planting them. You may plant a certain variety of 
tomato or pepper but depending on the year or 
the place –the variation in rain, wind, sun, soil, and 
other organism encounters— a plant may have 
larger leaves, fewer flowers, or fruits that vary in 
size, hue, or sweetness, or may even fail entirely. In 
these regular dealings with the dynamism of living 
organisms, many growers are already prepared 
to see microbes, who are likely to be even more 
variable than seeds, in the same fluctuating light. 
That is not to say that company scientists ignore 
the ‘how does this product affect fields’ question; 
obviously, if they are to be successful, it concerns 
them, too. But there is no single model field to 
be understood, and so this knowledge must be 
accumulated differently. Field R&D, which seems 
to sit somewhere in between the lab and grower 
experiences is a critical component of long-term 
commercial success, something that company 
scientists tell us will increase exponentially as 
the industry expands and tell us about the more 
distant futures of microbial identities. What we 
do know is that outside of some aggressively 
managed agricultural settings, most soil is replete 
with relatively stable microbial communities 
(Fierer and Jackson, 2006). New microbes intro-
duced into robust communities may integrate or 
alternatively, fail to establish and die out relatively 
quickly (Debray et al, 2022). (It should be noted 
that many agricultural microbial communities 
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are not considered robust, but rather, are labeled 
‘dysbiotic’ after years of harmful conventional 
practices.)

Most growers do not directly care about 
whether an externally applied microbe integrates 
into a robust soil microbial ecology, but they do 
care about whether to expect a temporary or 
lasting effect on health or productivity. Answers 
to these questions do not usually come through 
a product label or a lab result.5 Within a season, 
the growers we spoke with enact their ideas of 
microbial inoculants empirically. This might look 
to them like greenness, leafiness, stalk robustness, 
heavy seed heads, seed size, resilience in the face 
of drought, absence of disease, or the ever-impor-
tant, livelihood-related metric of yield. Across 
seasons, this might look like darker, more tractable 
soil or greater consistency in yields. Many grower 
readings of microbial inoculants are even less 
discrete. A hemp grower in Colorado told us that 
things had just “gone better” since he had been 
inoculating his fields. Microbes are identified by 
growers through their experience—their discrete 
and gauzy observations of the collective pheno-
types of the whole system of living things within 
which they are in long-term relations, including 
crops and other microbes. 

Another grower spoke to us about the diffi-
culty of trying to produce an organic crop on 
a field which had been in conventional wheat 
rotations for more than a decade. If they saw 
any sustained rainfall, these acres had a strong 
tendency towards outbreaks of root rot. Applica-
tion of beneficial microbes backed it off more than 
once. An outbreak looked like rapidly spreading 
wilting, early signs of ultimately fatal collapse 
of plant vascular systems. Recovery after field 
inoculation with microbes meant that as long as 
a plant was not too far gone, they would stand 
straight again as their vascular system regained 
functionality. The absence of a robust soil micro-
biome and presence of introduced microbes 
certainly matters to growers, but in this case and 
others, microbial mattering was not read through 
label identities or functional mechanisms. Rather, 
the importance of microbial identity to growers 
was enacted through their observation of plant 
posture, through phenotypes that indicated 

regained future possibilities of health and crop 
productivity. 

When microbes are applied without corre-
sponding practices that sustain soils or as of 
single-microbe product ‘fixes’ that treat microbes 
like chemicals, microbial products are likely to 
act like chemicals too. That is, offering a one-time 
salve rather than any long-term salvation. Here, 
again, comes a challenge for aligning pinned-
down regulatory identities with how growers 
know microbes. Growers look for larger organism 
and system phenotypes over varying timeframes. 
Growers expect inconsistencies. They expect 
living products—seeds, plants, and increasingly 
microbes—to exhibit a range of behaviours across 
years and changing environmental conditions. 
Short-term fixes are still fixes, and welcome, but 
not guarantees of what to expect next time and 
not necessarily as valuable as practices that move 
systems away from dysbiosis over the long-term. 
Growers know and will continue to come-to-know 
microbes through the patterns of lacey microbial 
fabric that they can make sense of over time. 
Rather than pinning down discrete enactment or 
flower in the lace, as a label might try to, growers 
are looking for only relative stability in how 
variable and uncertain threads weave together 
in the bigger picture of cultivation over years, 
decades, or even centuries. Whether a microbe is 
life-stimulating or -cidal or both, whether it makes 
yield go up or disease go down, and whether 
it is ultimately beneficial, harmful, or irrelevant 
is all a function of the agroecosystem pattern in 
which the microbe is somehow woven, but in 
which what it is and what it does is never precisely 
pinned down. While more data about how exter-
nally applied microbes behave across healthy 
and dysbiotic fields might better trace those 
microbial threads, they are very unlikely to change 
the metrics that growers apply to evaluating the 
texture of the fabric over time. 

Discussion: Who knows 
what a microbe is? 
Existing regulations demand and thus partially 
invent discrete microbial identities in efforts to 
predict and control their outcomes. But while this 
framework can be applied to microbes to gener-
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ate lab results and labels with taxonomic status 
and prospective functions, these discrete ways 
that microbes can be known—the discrete flow-
ers in the lacy fabric of microbes—are unlikely 
to have much to do with what microbes become 
as they move out into the more slippery parts of 
the fabric, the variable field contexts and long-
term lives of agroecosystems where they become 
known in other ways, or become, perhaps in 
many ways, unknowable. The texture of microbial 
enactments is uneven, containing discrete iden-
tifiable moments amid lots of slippery gauze, so 
that trying to know microbes in only discrete ways 
limits what we can do with them. Yet in contrast to 
discrete labels and de-contextualised lab results, 
growers have no choice but to work in variable 
fields with dynamic living organisms. They must 
accumulate their knowledge about what microbes 
are differently, which means developing their own 
gestalt metrics, but also, critically, that these met-
rics hold space for what cannot be known and/or 
predicted about them.

Growers have no choice but to treat microbes as 
complex and uncertain if they want to work with 
them. This manifests in at least two main ways. 
First, growers come to know microbes through 
multispecies readings of the agroecosystem. If 
plants grow well, or are resilient through drought 
or disease, growers know microbes through 
that gestalt. They come to understand microbes 
through whole systems or nested systems such 
as soil quality or plant health. Second, growers 
come to know microbes over time. Whether it is a 
crop variety or a microbe, growers cannot rely on 
living things being reliable. Growers accumulate 
intuition about what ‘works’ over time and variable 
contexts are forced to make knowledge through 
complex co-productions in which patterns may 
become more predictable, even while individual 
elements within that pattern cannot be predicted 
or controlled. 

Marketers, scientists, growers, executives, 
regulators, and lobbyists alike all say: we need 
more data on microbial agricultural products. The 
operating assumption across the community of 
interested parties is that contemporary Western 
humans have only just begun to work deliber-
ately with microbes to support agriculture; conse-
quently, uncertainties that currently characterise 
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their regulation and use are a function of not yet 
knowing enough about how microbes behave in 
soil or in association with crops. On the basis of 
the investigation that we have described here, 
we would like to make a different suggestion. We 
agree wholeheartedly that microbes have been 
understudied and warrant more attention. Addi-
tional study may even help resolve them into more 
consistently regulatable entities. However, we are 
unconvinced that attempting to fit microbes into 
regulatory and other epistemic frameworks in 
which they are assumed to have fixed identities 
is practically helpful. Further, it is not an approach 
that accomplishes much toward understanding 
microbes in the complex, ecological, systemic 
senses in which they are most important to agro-
ecosystems. More data, even from field trials 
under varied conditions, will not fully resolve this 
mismatch between a need for certainty and a 
reliance on intuition over time. 

Microbial products fit poorly into regulatory 
frameworks not just because they are poorly 
understood, but because they challenge bounda-
ries among products, environments, and contexts 
insofar as regulations assume microbial identity in 
ways that have not yet been (perhaps can never 
be) fully stabilised. It is our position that because 
regulatory frameworks make sense of microbes 
only in discrete ways that regulations may be 
incapable of making sense of what a microbe 
can be in the field. That is, in this epistemic space 
of regulations, though microbes are known in 
certain ways, they may be unknowable in the ways 
that ultimately matter to growers or in a larger 
ecological sense. It may eventually be possible 
that regulations can come to know them through 
observations that can encompass more multi-
plicity and dynamism, but what that might look 
like remains an open question.

One way to make sense of microbial 
complexity is to locate that complexity in ways 
of knowing rather than in microbes themselves. 
Talia Dan-Cohen (2016) distinguishes ‘onto-
logical complexity,’ as a function of an object, 
from ‘epistemological complexity,’ produced 
through mismatches between an object and the 
paradigms or approaches applied to understand 
it. Epistemological complexity, in her account, 
describes the aspects of an object left unac-
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counted for by particular ways of studying it. Epis-
temological complexity may therefore increase 
when scientists gather more data because more 
discrete ways of understanding something may 
lead to more misalignments among those ways 
and not fewer. Distinguishing these two kinds of 
unknowability enables Dan-Cohen to explain how 
some early synthetic biologists might have been 
more successful in engineering biological systems 
because they were naïve about biology, not in 
spite of their naïveté; to them, biological systems 
looked simple because they had not yet made 
them complex. 

We could describe soil-dwelling microbes 
as both ontologically and epistemologically 
complex. However, distinguishing the two implies 
that essential properties of an object of study 
can be identified independent of the epistemo-
logical approaches used to study them. Espe-
cially for microbes, the two cannot help but be 
tightly linked. While all observations are always 
mediated, ways of knowing microbes are less thor-
oughly stabilised than ways of knowing macro-
things such as horses or tomato plants. Mediation 
matters more here because, as we have gestured 
to in this article, ways of knowing microbes—
practices that contribute to assembling microbes 
are less ignorable than practices that assemble 
many other things. In short, we must describe 
microbes in agricultural products as onto-episte-
mologically complex. ‘The same’ microbe is made 
to be different things across varied contexts with 
no single, stable conceptual infrastructure to align 
them. Microbial unknowability is co-produced in 
the space among actors. 

What does the laciness of agricultural microbes 
mean for regulating them? Some recent studies 
of ambiguity or non-knowledge have high-
lighted how not-knowing can be productively 
employed to sustain research fields, as in Reinecke 
and Bimm’s (2022) analysis of Martian exobi-
ologists’ strategic maintenance of ambiguity to 
support continued funding for the search for life 
on Mars, even in the absence of any evidence for 
life on Mars. In contrast, Jessica Lehman’s study 
of the study of ocean variability concluded that 
“increased data led not to a straightforwardly 
more accurate picture of the ocean but rather to 
fundamental uncertainty about how the ocean 
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operates. (Lehman 2021: 856)” Lehman calls these 
uncertainties “productive limits” because while 
they limit, they also “demand a response” that 
manifests as ongoing genesis of ways of under-
standing uncertainty and the social infrastructure 
that strives to contend with it, albeit unevenly 
(Lehman, 2021: 856). 

Our case differs from Lehman’s because 
microbial laciness is not necessarily tied to the 
texture of the human social order through which 
microbes become known, but also often to the 
multispecies social order of how humans and 
microbes relate. Dominant epistemic frameworks 
are inadequate not just because of not what 
humans do with respect to other humans, but 
because of the mismatch between authoritative 
human ways of knowing and microbial modes of 
action. Microbes exceed and challenge catego-
ries established for non-living things (such as 
chemicals) that they are presumed to be like. They 
exceed and challenge categories for macroscale 
living things (such as plants) because their identi-
ties evolve differently. In addition to these limits 
of understanding being productive in terms of 
motivating efforts to learn, we see R&D scientists 
leaving open the possibility that microbial identi-
ties, functions, and capabilities exceed scientific 
ways to make sense of them. 

Conclusion
How might a regulatory system grapple with 
microbial unknowability? Ways of knowing 
microbes cannot be perfectly aligned, and all are 
partial. Consequently, it won’t do for regulators, 
or R&D scientists, or corporate lobbyists, or even 
growers to assert their own microbial heuristic as 
a standard by which the entire community should 
be organised. Instead, if the texture of microbial 
assemblages is uneven, then perhaps frameworks 
for regulating them should be, too. On the one 
hand, this suggestion is consistent with the patch-
iness of current practice. On the other, it may be 
in tension with movements to standardise agricul-
tural microbial products and microbiome research 
and practice more generally. Regulations might 
come to be better informed by what growers 
already know about working with the uncertainty 
of living things, and perhaps metrics of microbial 
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life taken in variable fields and knowledge gained 
over time will be a part of this. However, any regu-
lation concerned with prediction and control will 
always be in tension with microbial life.Organiza-
tions including the Biological Products Industry 
Alliance and the Biostimulant Council (comprised 
of representatives from both biologicals-focused 
and conventional fertilizer corporations) are work-
ing to craft and advance specific legislation to 
regulate ‘microbials’ as more and different than 
replacements for chemicals. Progress is slow—a 
concern for many of our interviewees, but perhaps 
also an indication of the challenges of categoriz-
ing microbes and microbial products. Assembling 
a coherent and distinct idea of a biological-thing-
as-regulated-product seems to require significant 
and contentious work. Ultimately, our findings 
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suggest that the goal of that work might be best 
conceived not as trying to firmly pin down what 
these microbes are, but how regulations designed 
to ensure safety and efficacy can best account for 
how microbial fabric cannot be pinned down.
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Notes
1 Those products that are not pesticidal but are considered plant growth regulators (PGR) are regulated, 

like pesticides, under FIFRA (the Federal Insecticide, Fungicide and Rodenticide Act).

2 These mechanisms are potentially in flux. A bill which could eliminate EPA jurisdiction over biological 
products altogether, introduced in spring 2022, currently sits in the House “Subcommittee on Biotech-
nology, Horticulture and Research.”

3 Words Oregon considers “undefined” and “misleading”: balanced, health, stimulant, probiotic & catalyst.

4 While many strains of B. subtilis are known to be as beneficial, a few have been shown to cause disease 
in immunocompromised humans; and multi-antibacterial-resistant strains have turned up in hospitals: 
yet another example of the contextual identities of microbes.

5 Not surprisingly, there are an increasing number of companies offering to ‘test’ for certain microbes 
or ‘whole microbiomes’ in agricultural systems. How these companies go about establishing ‘microbial 
identity’ could be the subject of an entire article altogether.
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Abstract
The question of how professional and lay communities develop trust in new technologies, and 
automation in particular, has been a matter of lively debate. As a charismatic technology, artificial 
intelligence (A.I.) has been a common topic of these debates. This paper presents a case study of 
how the discourses and principles of ethics of technology development—specifically, of A.I.— were 
mobilized to form trust among actors in the fields of computer science, risk communication, and 
weather forecasting. My analysis draws on sociology of expertise and the literature on ethics of A.I. to 
ask: how emerging networks of expertise use ethics to overcome mistrust in technology? And, what 
role does the institutionalization of those networks play in the process of trust formation? I situate 
this discussion on the NSF Institute for Research on Trustworthy A.I. The Institute is positioned as a 
mediating organization with the goal of increasing trust in this technology primarily in the weather 
forecasting community, but also among the public. I show that first, to better understand how scientific 
and professional fields react to increased automation it is crucial to unpack the historical backdrop 
of how the professional identity of those experts has been shaped by a relationship with computer-
supported modeling. To this end, I situate the discussion in the long-standing tensions between 
computer modelling and tacit knowledge in weather forecasting. Second, I argue that the means of 
establishing trust in A.I. propagated by the actors in the paper, which pair norms of explainability 
to sensitivity to professional intuitions and domain-specific conventions, rely on a series of ‘mutual 
orientations’ (Edwards, 1996). I mobilize the concept of ‘mutual orientations’ to describe the work of 
tailoring the ethics of A.I. to the specific requirements of weather sciences, but also to the vision of a 
national strategy of investment in this technology.

Keywords: Ethics of AI, Sociology of Expertise, Technological and Scientific Movements, Social 
Construction of Technology, Trust.

Introduction
Scientific expertise and moral values are intricately 
interwoven in the process of knowledge produc-
tion (Shapin, 2008). Both federal funding agencies 

and academic researchers need to attest to the 
relevance of their technological and intellectual 
products by addressing the question of social rel-
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evance and ethical standards. This is the case with 
applied computational researchers. The question 
of how conceptions of ethics are legitimated and 
institutionalized gains critical importance during 
the contemporary acceleration of research on a 
form of artificial intelligence (AI) called machine 
learning (ML), as ML has proven to create episte-
mological and normative disruption in sciences 
and other professional fields (Kitchin, 2014). Ethics 
of design of algorithms and automation systems 
has been a site of an ongoing debate in and out of 
the academy (e.g., Dubber et al., 2020; Metcalf and 
Moss, 2019; Mittelstadt et al., 2016). 

This paper explores the processes through 
which researchers working on applying ML to 
socially relevant issues legitimize and institu-
tionalize their work by tailoring research to the 
emerging standards of ethics of AI. This discussion 
is empirically grounded in a partnership between 
AI researchers and weather forecasters. Weather 
forecasting is a generative site for theorizing how 
AI becomes embedded in scientific domains due 
to the long-standing tensions between computer 
modeling, automation, and tacit knowledge in 
the field—a jurisdictional struggle that AI has a 
capacity to exacerbate.

In this light, there is a need to understand better 
the processes through which ML and other forms 
of data-driven science become legitimized and 
institutionalized within domains where ML has 
previously played a marginal role. Furthermore, 
the paper asks: how do organizations involved 
in AI development resolve a tension between 
adapting external standards of ethics versus 
developing their own situated standards? I offer 
an analysis of the United States National Science 
Foundation’s (NSF) Trustworthy AI Institute, which 
was established in 2020. The Institute has begun 
to develop ML for environmental sciences and 
weather forecasting. The bedrock of the Institute’s 
operations is a design of ML that various commu-
nities of practice and potential users can trust. In 
this sense, the Institute’s leaders attempt to frame 
the Institute as a mediating organization with the 
goal of increasing trust in the use of AI among 
environmental scientists, weather forecasters, and 
the public, but also to forge a closer partnership 
between the data analytics industry, government, 
and academia. This reworking of disciplinary and 

professional boundaries is centrally concerned 
with enabling innovation (Rottner, 2019) in the 
ability to predict future environmental condi-
tions. The analysis of the Institute’s multi-sector 
and multidisciplinary model is of relevance to the 
contemporary political and environmental milieu 
in which trust in the accuracy of weather and 
climate predictions is of high stakes.

The article explores how the conceptions 
of ethics, trust, algorithmic explainability, and 
adherence to the laws of atmospheric physics 
intersect in the design practices and discourse 
at the Institute. I show how a team of experts in 
AI, earth sciences, and risk assessment who were 
behind the Institute’s formation set in motion a 
vision of the future of weather forecasting. This 
vision strives to fit into the prevailing imaginary of 
AI development and mitigate the mistrust in the 
technology among weather forecasters. Today’s 
mistrust in AI on the part of the weather predic-
tion community is a product of the long history 
of the external influence of computer science 
and modeling, which for over seven decades now 
has been shaping the identity of weather fore-
casters as an independent profession. I integrate 
a historical discussion into the article to locate the 
Institute’s endevours within an established in the 
historiography of weather prediction theme of 
anxieties about automation and modelling.

The core theoretical contribution of the paper 
is a framework that describes stages of top-down 
and bottom-up ‘mutual orientations’ (Edwards, 
1996) between a group of researchers and a 
federal funding agency towards institutionaliza-
tion of an ‘alternative expertise network’ (Eyal, 
2013) through reliance on a vision of civic, ethical, 
and trustworthy science. To do this, I appro-
priate the concept of ‘mutual orientation’ from 
a historian of science, Paul Edwards (1996). The 
concept means to capture a process of simulta-
neous alignment of objectives between a funding 
agency and a fundee. One of the reasons I choose 
to locate this inquiry on the case of implementa-
tion of AI in weather forecasting is the fact that the 
fears of “technological unemployment” (Keynes, 
1930) are a long-standing issue in the history 
of weather forecasting (Harper, 2012). As such 
enduring conflicts between automation and tacit 
knowledge (Polanyi, 2009) can easily be ignored, 
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one of the intended takeaways of the paper is to 
raise awareness about the need to consider disci-
plinary histories when analyzing the contempo-
rary uptake of AI.

Methodology
To construct the paper’s argument, I have relied 
on primary sources, including publicly available 
documents about the Institute (i.e., public pres-
entations, online reports, calls for proposals) and 
peer-reviewed work of the Insititute’s members. I 
transcribed recordings of Institiue-wide meetings, 
which I gained with the permission of the insti-
tute’s directorate, and analyzed the transcripts 
according to the principles of content analysis. 
Furthermore, I used discourse analysis to capture 
policy discourses of the US AI strategy through 
reading NSF’s and National Research Council’s 
publications on trustworthiness. My reconstruc-
tion of the history of anxieties about automation 
in weather prediction was based on the reading of 
secondary literature. 

Methodologically, I drew on a tradition of the 
social construction of technology (SCOT) (Pinch 
and Bijker, 1984) and the sociology of technolog-
ical and scientific movements (TSIMs) and alterna-
tive expertise networks (Frickel and Gross, 2005). 
By adapting perspectives of the SCOT school of 
Science and Technology Studies (STS), I was able 
to examine processes of interpretative flexibility 
of trustworthy AI frameworks and the dynamics 
between designers and users of technology. 
Taking notice of the latter clarifications of the 
SCOT approach (Bijker, 1997), I attempted to pay 
special attention to shared ‘technological frames’ 
between designers and users of technology 
(trustworthy AI framework was one such framing 
device). I supplemented the SCOT methodology 
with a form of historical-sociological reconstruc-
tion of an alternative expertise network to capture 
its dynamic unfolding and a ‘mutual orientation’ 
towards an institutional (NSF’s) vision of tech-
nology development.

This paper responds to scholarship parsing 
the problem of how trust is established between 
different groups of scientists and between users 
and designers of technology. The problem of 
mistrust among scientists most often emerges 

when groups of experts compete over the ‘juris-
diction’ (Abbott, 2014[1988]) for a specific task. 
Sociologists of expertise (Eyal, 2013) have asked 
how the ‘jurisdictional struggle’ between science 
and nonscience produces different forms of legiti-
mation and institutionalization (Epstein, 1995, 
2008; Gieryn, 1983; Star and Griesemer, 1989). I 
build on the contributions to this literature which 
focus specifically on how the creation of new and 
alternative expertise networks influences specific 
disciplines (Collins et al., 2007) and the problem 
of the jurisdictional struggle between scientific 
experts. Furthermore, to understand how the 
members of the Institute use trust as a ‘boundary 
object’ (Gieryn, 1983) in the process of institu-
tional mutual orientations, I draw inspiration from 
the scholarship in science studies on the effect 
of organizations as meso-level structures which 
triangulate between scientific domains, national 
governments, and the industry (Vaughan, 1999; 
Guston, 1999).

Situating trust in sociology 
of expertise and social 
studies of algorithms
Trust is a key component of scientific practice 
(Shapin, 1994; Porter, 2020 [1995]). And while 
Anthony Giddens (1990) argued that trust is a 
defining feature of modernity, we live in an era of 
increasing mistrust in science (Eyal, 2019; Oreskes, 
2019; Nichols, 2017). In the context of science 
done at the Institute, the question of trust mani-
fests across three overlapping axes: trust between 
designers and users of new technology, between 
weather forecasters and AI, and between two 
epistemic communities (Knorr-Cetina, 1999): 
weather prediction and computational science. 
Examining these diverse dimensions of trust calls 
for synthesizing a few separate strands of debates 
in the social studies of algorithms. 

So, why mistrust AI? The most well-known 
problem with AI systems is their ‘black-boxed’ 
character (Christin, 2020; Pasquale, 2015). The 
actors depicted in the following pages and 
researchers in many other domains are attempting 
to rectify precisely the problem of black boxing 
by creating ‘explainable AI’ (Hoffman et al., 
2018). Explainability is but one of the examples 
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of emerging conceptions of ethics and trust in 
AI. In this context, it has become customary for 
organizations concerned with AI development to 
publicize their value statements. Many of these 
frameworks share a core set of principles, or what  
Greene et al. (2019) called the ‘moral background’ 
(Abend, 2014) of AI value statements, which they 
define as “the grounding assumptions and terms 
of debate that make conversations around ethics 
and AI/ML possible in the first place” (Greene et 
al., 2019: 2122). The question behind this paper 
is: how does the moral background of AI develop-
ment shape attempts at articulating situated, use-
inspired, and domain-specific value frameworks?

Morality and trust in this context are two 
independent variables that feed into the same 
problem: ethics of design. Many authors in critical 
algorithm and data studies (see Illiadis and Russo, 
2016; Moats and Seaver, 2019) have attempted to 
pin down what ethics both does and should imply 
(e.g., Richterich, 2018). Some authors have even 
unpacked the “ethics of ethics of AI” (Hagendorff, 
2020; Powers and Ganascia, 2020). Drawing on 
the discussion about the ethics of algorithms by 
Mittelstadt and colleagues (2016), I understand 
the ethics of AI to imply two semi-distinct sets 
of concerns: epistemic and normative concerns. 
While the authors observe that “[d]istinct 
epistemic and normative concerns are often 
treated as a cluster” (Mittelstadt et al., 2016: 14), 
I concur that this strategy is analytically disadvan-
tageous because the normative concerns often 
relate to the public perception and effects of tech-
nology, while the epistemic concerns are prior-
itized by the technology’s users and designers. 
The analytical distinction helps to describe the 
details of the effects of ethical frameworks. 

Mittelstadt et al.’s (2016) typology of standards 
of AI ethics lists 1) inconclusive evidence, 2) 
inscrutable evidence, 3) misguided evidence, as 
epistemic concerns. And 4) unfair outcomes, 5) 
transformative effects, as normative concerns, 
with traceability (the ability to determine 
wherein the process of design an “ethical bug” 
is embedded) as a technical concerns. In sum, 
Mittlestadt et al.’s typology gives precise language 
for inquiries into AI ethics. Nonetheless, I agree 
with the authors in stating that a “mature ‘ethics 
of algorithms’ does not yet exist, in part because 

‘algorithm’ as a concept describes a prohibitively 
broad range of software and information systems” 
(Mittelstadt et al., 2016). As this case study shows, 
the development of ethical standards of AI needs 
to be grounded in and tailored towards the 
specific needs of professional communities. 

The relationship between trust and ethics begs 
for more explanation. While both in this paper 
and in the literature on AI ethics at large, trust and 
ethics often appear together without much reflec-
tion, the actors depicted in the following pages 
adhere to the view that trust is a key component 
of an ethical AI. Interestingly, in part, because AI 
is most often anthropomorphized, the statement 
that AI should be trusted or trustworthy can be 
misleading. For example, Mark Ryan argues that 
“Overall, proponents of AI ethics should abandon 
the ‘trustworthy AI’ paradigm (…) replacing it with 
the reliable AI approach, instead,” and adds that it 
should be the institutions using AI that should be 
trusted, and not the technology itself (Ryan, 2020: 
17). Rather than resolving this definitional tension, 
my goal is to depict how the actors at the Institute 
follow similar to proposed by Ryan strategy by 
constructing a trustworthy and ethical institution 
in a form of collaborative research methodology 
closely aligned with the notion of ‘AI ethics by 
design’ (d’Aquin et al,, 2018).

Furthermore, the question of trust in AI relates 
to the problem of automation-led unemploy-
ment—one of the key themes in the social studies 
of algorithms (Benanav, 2020; Besteman and 
Gusterson, 2019; Eubanks, 2018; Ford, 2015). Much 
of this discussion centers on the perception of AI 
as a new and relatively obscure technology that 
engenders mistrust based on fear among many 
professionals about being replaced. After all, one 
could “trust” a technology –in the sense that it will 
work reliably—and also fear it. In fact, the more 
reliable the technology, the more one might fear 
that it will replace people. Resolving this tension 
is a non-trivial task. For example, Peter McClure 
(2018) links this ‘technophobia’ to a general lack 
of comprehension of the new technologies in a 
sizable portion of the U.S. population. McClure 
concludes that technological apprehension is 
exacerbated by fears of “technological unemploy-
ment” (Keynes, 1930; Floridi, 2014). The institute’s 
focus on trust aims to, at the same time, mitigate 
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fears of forecasters about being unemployed and 
allow them means of engaging with the design 
process of AI to make technology trustworthy 
through explainability and adherence to the laws 
of atmospheric physics. 

Mutual orientations 
Paul Edwards (1996) introduced the concept of 
‘mutual orientation’ in chapter three of The Closed 
World. Edwards described how an early computer 
pioneer from MIT, Jay Forrester, convinced the U.S. 
military of the utility of digital computation to 
acquire funding for developing a general-purpose 
computer called “Whirlwind.” Forrester’s project 
had to compete with twelve other general-pur-
pose digital computers funded by the Department 
of Defense. Therefore, Forrester had to present it 
as more urgent and critical than other early com-
puters. Forrester and his group saw a potential 
application of their computer to the real-time 
military control system. Crucially, the focus on 
real-time control enabled by Whirlwind was the 
orientation Forrester chose to satisfy the granting 
agency’s needs and compete with the larger pool 
of digital computer developers. In the words of 
Paul Edwards, “Forrester’s (and MIT’s) increasingly 
grand attempts to imagine military applications 
for Whirlwind represented expert ‘grantsmanship,’ 
or deliberate tailoring of grant proposals to the 
aims of funding agencies” (Edwards, 1996: 81). But 
Forrester also informed the funding agency about 
“as yet undreamt-of possibilities for automated, 
centralized command and control” (Edwards, 
1996: 82). In effect, Forrester framed his research 
to suit the discourse of command and control, 
while the military embraced this imaginary as it 
was partially produced through Forrester’s delib-
erate actions. Forrester’s plan was met with strong 
resistance from the US generals, who saw the idea 
of being replaced by a computer as unacceptable. 
It was hence crucial for Forrester to promote trust 
in his automated technology. 

The following analysis shows both mutual 
orientation between the NSF and the Institute 
(based on making AI trustworthy) and AI and 
weather prediction experts (based on making 
AI explainable and in alignment with the profes-
sional intuition of the forecasters). This article 

captures the following stages in this process: 
First, a scientific field (in this case, the field of ML) 
responds to social demands for a new ethical 
standard for innovation. Second, a network of 
applied computational researchers seeks collabo-
ration with domain experts, leading to an alter-
native expertise network. Two kinds of mutual 
orientations then take place, and furthermore:
a. Mutual orientations between a scientific move-

ment and a funding agency, enabled by a 
shared ethics of technology development, lead 
to institutionalization of the movement,

b. The institutionalization leads to the emer-
gence and legitimation of new hybrid forms of 
expertise.

This theoretical framing intends to make the 
concept of mutual orientation relevant to the 
sociology of collaboration and interdisciplinarity 
(Jacobs and Frickel, 2009) and the social studies of 
algorithms.

Empirical context: the national 
strategy for AI development
In September 2020, the NSF announced the crea-
tion of six National Artificial Intelligence Research 
Institutes. Each Institute received $20 million in 
funding to be dispersed over the next five years. 
The Institutes were established through the 
efforts and support of federal agencies (National 
Science Foundation, U.S. Department of Agricul-
ture, National Institute of Food and Agriculture, 
U.S. Department of Homeland Security, Science 
& Technology Directorate, the U.S. Department 
of Transportation, Federal Highway Administra-
tion) and industry partners (Amazon, Google, IBM, 
Intel, Nvidia, Accenture). Together, the Institutes 
will form the backbone of the national AI strategy. 

Each of the Institutes has a designated theme. 
The rationale for an institute dedicated to trust 
has been justified differently by the AI experts and 
the NSF. While the NSF is invested in promoting 
a cross-agency framework for the ethical design 
of AI, the AI experts working with the weather 
forecasters see the Institute as an opportunity 
to resolve the jurisdictional struggle stemming 
in part from the black box problem of algo-
rithmic predictions—predictions which often go 
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against forecasters’ intuitions. Dr. Amy McGovern, 
a computer scientist from the University of 
Oklahoma, directs the Institute. McGovern leads a 
team of experts from the fields of ML, atmospheric 
and ocean science, meteorology, and computer 
science. The Institute’s secondary goal is to forge 
collaborations between academia, industry, and 
the private sector.1

First mutual orientation: 
Funding body and an alternative 
expertise network
The formation of the Institute 
The Institute’s origins can be traced to a pre-
existing expertise network of computer scientists, 
weather and environmental scientists, and risk 
communication scholars. The key focus of this 
scholarly network was research on so-called “use-
inspired” (or applied) ML. Institute director Amy 
McGovern explained that when the NSF released 
the call for proposals for National AI Institutes, she 
and her collaborators in meteorology had already 
begun to conceptualize a plan for a research 
institute focused on applying AI to atmospheric 
sciences. Some of the Institute’s members have 
a substantial history of being funded by the 
National Oceanic and Atmospheric Agency’s 
(NOAA) Joint Technology Transfer Initiative (JTTI). 
Thanks to this funding, even before the establish-
ment of the Institute, its members dominated 
the research field in improving the automation 
of weather prediction.2 In other words, there was 
already trust between the Institute’s members 
and the weather prediction community. 

Harry Collins et al. (2010) observe that initial 
trading zones, if successful, often culminate in a 
shared research proposal. This was the case with 
the alternative expertise network, arguably with 
Amy McGovern as one of its leaders. The center-
piece of the proposal was research on trust and 
AI. The following quote from McGovern illustrates 
that the AI and weather prediction experts under-
stood the need to establish a common definition 
of trust: 

We need to work with our targeted set of end-users 
to learn how they’re defining trustworthiness 
because it seems to be very different [from our 
definition].

With the release of the call for proposals, the team 
had to tailor the scope of their work and match 
definitions to the NSF’s vision. While the Institute’s 
focus on trust was prompted by the NSF’s desire 
to establish a center for fundamental research 
questions on epistemological dimensions of trust 
in ML, the Institute’s mission also became to allevi-
ate the fear of meteorologists of being replaced 
by AI. The creation of the Institute was an effect 
of mutual orientation of a bottom-up vision gen-
erated by an alternative expertise network (Eyal, 
2013) and the top-down framework for “Trustwor-
thy AI” embraced by a federal funding agency, the 
NSF. 

The crucial step in the mutual orientation 
between the NSF and the alternative expertise 
network warrants further explanation. While the 
NSF solicited proposals in the domain of trust-
worthy AI, the agency did not envision funding 
research in trustworthy AI, specifically in environ-
mental sciences. The “Trustworthy AI Institute” 
could as likely focus on biomedicine or any 
other socially relevant domain. In other words, 
the NSF chose to orient its vision of future work 
on trustworthy AI towards a specific expertise 
network of ML experts already collaborating 
with weather forecasters and risk communica-
tion scholars.3 As previous research shows, most 
often, “norms of AI are dynamic and are pieced 
together from various sources in traditional and 
transitional ways” (Gasser and Schmitt, 2020: 144). 
Likewise, the members of the Institute do not 
simply inherit the categories from the NSF Trust-
worthy AI framework; rather, they tailor the ethics 
at the Institute to suit their own experiences as 
well as the needs of the weather forecasting and 
the broader environmental science communi-
ties. As a result, the trustworthy AI framework 
became a boundary object, which enabled the 
initial expertise network to synthesize the defini-
tion of the funding agency, domain experts, and 
their views about what makes algorithmic models 
reliable. 

I ground the discussion of trust in the defini-
tion adapted at the Institute from Meyer et al., 
(1995), which claims that trust is “the willingness 
to assume risk by relying on or believing in the 
actions of another party.” I further discuss the defi-
nition of trustworthiness developed by the NSF.4 
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By making a distinction between a “relational” 
(involving relationships between actors) character 
of trust and “evaluative” (emphasizing the process 
of evaluation of claims, tools, or parties) character 
of trustworthiness, members of the Institute 
define “trustworthiness” as “a trustor’s evaluation, 
or perception, of whether, when, why, or to what 
degree someone or something should or should 
not be trusted.” These two definitions frame the 
internal work at the Institute. 

Altogether, the Institute’s work aims to bring 
together federal, industry, and professional 
standards of weather forecasting to engender a 
multidisciplinary workflow on developing trust-
worthy AI. The key component of overcoming 
both the fears of automation and mistrust in AI 
within a new expertise network are three related 
tasks: incorporating internal to the profession 
of weather forecasting standards of epistemic 
reliability, increasing model explainability, and 
aligning with social and environmental values of 
earth sciences. 

Disrupting the man-machine mix in 
weather prediction
The institute’s drive towards further automation 
in forecasting has the potential to impact the 
current dynamic in the long-standing history of 
the ‘man-machine mix’ (Henderson, 2017)  mix in 
meteorology. In August 2021, McGovern became 
Editor-in-Chief of the most recent journal intro-
duced by the American Meteorological Society 
called Artificial Intelligence for the Earth Systems. In 
a comment about the release of the journal, the 
president of the AMS, Michael Farrar explained:

Artificial Intelligence and machine learning 
offer exciting opportunities to improve our 
understanding of weather, water, and climate. AMS 
is excited to host a new journal to improve the 
science of AI and its applications for AMS-related 
sciences.

The enthusiasm of the AMS about AI could be 
explained by the explicit work of the Institute 
towards establishing trust in the new technology 
and the legitimation of the novel epistemological 
model. 

The introduction of a new technology into a 
professional domain engenders both fear and 

optimism. The enthusiasm of experts such as 
Michael Farrar about the inclusion of AI experts 
into their network of expertise—which mirrors 
the sentiment of many practitioners in the 
field—fits neatly within two key theoretical 
concepts originating in the sociological analysis 
of expertise introduced by Gil Eyal (2013), namely 
‘generosity’ and ‘co-production.’ Drawing on the 
actor-network theory, Eyal describes generosity 
as being “the opposite of monopoly, namely, 
that a network of expertise, as distinct from the 
experts, becomes more powerful and influen-
tial by virtue of its capacity to craft and package 
its concepts, its discourse, its modes of seeing, 
doing, and judging, so they can be grafted onto 
what others are doing, thus linking them to the 
network and eliciting their cooperation” (Eyal, 
2013: 875).5 Eyal understands co-production as 
a process through which “a network of expertise 
becomes more powerful and influential by virtue 
of involving multiple parties—including clients 
and patients—in shaping the aims and develop-
ment of expert knowledge” (Eyal, 2013: 876). The 
two concepts are meant to capture how “power 
consists not in restriction and exclusion, but an 
extension and linking” (Eyal, 2013: 876). In effect, 
the generosity and co-production help explain 
why the weather prediction community perceives 
AI as part of the strategy for establishing a more 
powerful expertise network and how AI experts 
seek to expand their methods into a new, socially 
relevant problem. In this context, the processes of 
mutual orientations could be seen as co-produc-
tion and generosity at work. 

“Trustworthy AI” framework and the 
National Science Foundation
The trustworthy AI framework, as defined by the 
NSF, bears the mark of its particular intellectual 
and organizational history. According to the NSF, 
a trustworthy AI should:

1. Be reliable; 
2. Be explainable;
3. Adhere to privacy standards; 
4. “Not exhibit biases that are socially harmful.” 

Using Mittelstadt et al.’s (2016) framework, we can 
distinguish that while the first two points could be 
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a refinement of a previous ethical statement in 
accordance with the existing “moral background” 
of AI development and an increase in the “com-
plexity” of computational systems. The establish-
ment of the Institute hence belongs to the long 
tradition of redefining trust in digital technology 
by nation-level actors.  

Orienting ethics at the Institute towards 
NSF’s trustworthy framework 
The necessity for ethical standards in predictive 
analytics for environmental science is not a uni-
formly recognized need. For example, during one 
of the meetings, McGovern mentioned a push-
back against implementing ethical training for 
environmental science from one of her colleagues 
from the National Academies of Arts and Sciences:

I am now on the National Academies Board of 
atmospheric science and climate, and we’re putting 
together a summer school on AI for Earth System 
prediction. We had a debate via email this week on 
whether or not ethics should be a part of that, and I 
held firm that yes, ethics needed to be part of that. 
One of the other people on the email chain was 
holding firm that there was no need for ethics in AI 
for Earth Science prediction because there was no 
reason that AI needed to be ethical because there 
was no bias that would show up. It wasn’t that they 
were advocating that ethics was bad, just that they 
didn’t think that there was any bias in anything that 
we were doing to predict in Earth Science.

While the ML experts do perceive a need to 
explore the epistemic grounds of ML predictions, 
they do not see the normative values as relevant 
to the application of ML in environmental sci-
ences. Despite this ambivalence, the Institute 
members agree that the ethics of AI could and 
should be applied to the design of AI for earth 
sciences. There are four foundational domains 
and activities which facilitate a common ethical 
ground for the Institute. These are 1) reliance on 
the NSF’s trustworthy AI framework, 2) establish-
ment of an Institute-specific code of ethics, 3) 
formal educational activities—and specifically 
the core course called “AI, Ethics, and Geoethics” 
designed and taught by Amy McGovern, 4) discus-
sions of ethical principles during regular, Institute-

categorized as epistemic concerns, the latter two 
points refer to normative concerns. This frame-
work has its own history. Jeannette M. Wing6 
(2020) traces the history of conversations about 
trustworthy computing to the “Trust in Cyber-
space” 1999 report by the National Research Coun-
cil (1999). NSF joined this conversation in 2001 
by initiating the Trusted Computing program in 
2001 and later by expanding it through the Cyber 
Trust (2004), Trustworthy Computing (2007), and 
Secure and Trustworthy Systems (2011) programs 
(Wing, 2020). Wing observes that the industry 
soon followed the lead and began producing its 
own statements, beginning with Bill Gates’ 2002 
“Trustworthy Computing” memo (Gates, 2002). 
Some of the early reasons for articulating trust in 
digital technology had to do with the realization 
that cyberspace has become, towards the end of 
the 20th century, a critical national infrastructure 
prone to both attacks and disasters.7 Defining 
what trust in digital infrastructures implies has 
been an area of discussion and ambiguity since 
that time. For example, the National Research 
Council report reads:

The alert reader will have noted that the 
volume’s title, Trust in Cyberspace, admits two 
interpretations. This ambiguity was intentional. 
Parse “trust” as a noun (as in “confidence” or 
“reliance”), and the title succinctly describes 
the contents of the volume—technologies that 
help make networked information systems 
more trustworthy. Parse “trust” as a verb (as 
in “to believe”), and the title is an invitation 
to contemplate a future where networked 
information systems have become a safe place for 
conducting parts of our daily lives. Whether “trust” 
is being parsed as a noun or a verb, more research 
is key for trust in cyberspace. (National Research 
Council, 1999: viii).

The subsequent iterations of the definition of trust 
attempted to ameliorate this ambiguity but also 
respond to technological developments. There-
fore, it is reasonable to expect that the trustwor-
thy AI framework has played a vital role in shaping 
the mission of one of the NSF’s institutes since the 
Foundation has been deeply invested in defin-
ing and promoting the principles of trustworthy 
computing for over 20 years. Thus, we can see 
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wide meetings. I will briefly describe each of these 
activities.

As mentioned above, the NSF Trustworthy AI 
framework is derived from the principles of trust-
worthy computing. Drawing on Mittelstadt and 
colleagues’ typology, we see that the framework 
combines epistemic (reliability, explainability) 
and normative (privacy, social harm) concerns. 
However, this framework alone is not specific 
enough to serve the situated needs of AI in envi-
ronmental sciences. Therefore, the Institute’s 
code of ethics was derived from the codes of 
ethics of the American Meteorological Society, 
the American Geophysical Union, the American 
Association of Artificial Intelligence, and Google’s 
AI Principles. The confluence of distinct discipli-
nary and organizational paradigms gave rise to a 
unique set of ethical considerations. While some 
of the standards in the Institute’s code outline 
general principles of scholarly conduct, worth 
mentioning are points 3, 4,5, and 6 of the code 
(McGovern et al., 2020):

3. Stewardship of the Earth: 
1. Members have an ethical obligation to 

weigh the societal benefits of their research 
against the costs and risks to human and ani-
mal welfare, heritage sites, or other potential 
impacts on the environment and society.

2. Members also have an ethical obligation to 
limit their contributions to climate change.  

4.  Public Communication: 
1. Members have an ethical obligation to foster 

public awareness and understanding of AI, 
computing, related technologies, and their 
consequences.

5.  When creating AI systems, members will:
1. Ensure that the public good is the central 

concern during all professional computing 
work.

2. Give comprehensive and thorough evalu-
ations of AI2ES AI algorithms and their 
impacts, including analysis of possible risks.

3. Recognize and take special care of AI sys-
tems that become integrated into the infra-
structure of society.

6.  Members will create AI systems that will:
1. Avoid harm.
2. Protect the Earth and its environment 

including human and animal welfare.
3. Contribute to society and to human well-

being, acknowledging that all people are 
stakeholders in computing.

4. Be fair and take action not to discriminate.
5. Respect privacy.
6. Honor confidentiality.
7. Avoid creating or reinforcing bias.
8. Uphold high standards of scientif ic 

excellence.

The above principles have guided director McGov-
ern during the design of her course on “Ethics of 
AI and Geoethics.” The course serves both the 
student body at the University of Oklahoma, the 
Institute, and is publicly available on the Insti-
tute’s website. The course reviews topics relevant 
to AI design, such as bias, transparency, liability, 
and security, and issues of social responsibility 
and interdisciplinary dynamics. The emphasis on 
interdisciplinary communication and collabora-
tion draws on the work of and William Newell and 
Douglas Luckie (2019) on Pedagogy for Interdiscipli-
nary Habits of Mind as well as other seminal works 
from the field of interdisciplinary studies and the 
research from the field of team science. McGov-
ern’s course poster for the Spring of 2021 promi-
nently features the cover of Ruha Benjamin’s book 
Race After Technology (2019), which, as she told me, 
significantly impacted her. 

The language of trust becomes a pidgin 
(Galison, 1997) through which the Institute 
operates. Risk communication comes into the 
picture as the discipline most associated with 
regulating trust, and hence, they acquire a privi-
leged position in deliberately setting out to 
comprehend the various definitions of trust-
worthy AI. Yet, as the forthcoming discussion will 
show, each group understands trust in a slightly 
different way. As Collins et al. (2010: 14) suggest, In 
some cases, interactional expertise trading zones 
rely on trade managed not by experts from each 
group who develop an interactional expertise, but 
rather by third parties who can talk to all groups 
involved. At the Institute, that risk communication 
scholars are the “third party” people managing a 
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trade without the necessity for developing of an 
interactional expertise by other researchers at the 
Institute. This position is partly enabled by the risk 
communication scholars’ expertise in qualitative 
methods: as social scientists, they are assumed to 
know how to translate across epistemic cultures. 
This translation process is tied to the perception 
that the language of qualitative social science 
offers a bird’s eye view of the Institute. 

One of the goals of the risk communication 
group (designated as Focus 3: Foundational 
research in AI risk communication for environ-
mental science hazards) is to “Develop princi-
pled methods of using [the group’s] knowledge 
and modeling to inform the development of 
trustworthy AI approaches and content, and the 
provision of AI-based information to user groups 
for improved environmental decision making.” This 
goal is tied to achieving a certain level of pidgin-
based communication between various research 
groups at the Institute. This is done through 
Institute-coordinated training and communica-
tions. Lead risk communication PI Ebert-Uphoff 
suggested that,

One way to break down institution and discipline/
topics barriers is to have a regular talk series. These 
talks need to be short and simple at the beginning, 
so the barrier is relatively low for Institute members 
to follow, regardless of their research background. 
Collaboration ideas and actions will most likely 
develop out of these “101” talks naturally.

What Ebert-Uphoff prescribes for the Institute 
aligns with Galison’s (2010) observation that trade 
often relies on ‘thin interpretation.’ According to 
Peter Galison, “[t]rade  focuses on coordinated, 
local actions, enabled by the  thinness  of inter-
pretation rather than the thickness of consensus” 
(Galison, 2010: 36). The Institute-wide meetings 
often rely on such ‘thinness.’

Lastly, the ethics of AI is one of the central 
topics for the bi-weekly Institute-wide meetings. 
Worth recounting here was a presentation given 
by Ebert-Uphoff titled “Responsible Use of AI—
What role can [the Institute] play?” One of her 
slides states, “If the [Institute] does not address 
Responsible Use of AI for the weather/climate 
community, who will?” Ebert-Uphoff thus sees the 
Institute as a “role model” for other communities 

implementing AI in environmental sciences. The 
responsible use of AI, according to the author, 
should include two long-term goals: “Develop 
new techniques, customized for meteorology,” 
and “Collect and translate existing solutions from 
[computer science] and other literature.” During 
her presentation, Ebert-Uphoff drew attention to 
the concept of ‘environmental injustice,’ a process 
which she described this way: 

Due to limitations of sensors or other data 
sources, certain regions or certain meteorological 
conditions are under-represented in data. ML 
model learns from data; those scenarios are then 
under-represented in the ML model as well, which 
can quickly result in environmental injustice. … 
Air pollution and other sensors are more prevalent 
in affluent areas/countries. [and] Southern 
hemisphere often under-represented.

In response to this point, one of the attendees 
recounted an anecdote of someone who trained 
ML model to understand cyclones on data from 
the North without considering that on the South-
ern hemisphere, due to the Coriolis effect cyclones 
spin in the opposite direction. Furthermore, to 
show that “Using [neural networks] as a black box 
is not a good idea,”  in the same talk, Ebert-Uphoff 
used the story of Clever Hans, a horse who dur-
ing the early 20th century was believed to have 
learned arithmetic. Clever Hans, as it turned out, 
was merely reading the cues of his trainer.8 

The history of mistrust in 
automation in weather prediction
The emphasis on trust at the Institute intersects 
with long-standing tensions between computer 
modeling and the tacit expertise of weather fore-
casters—a tension between external and inter-
nal forces that came to define meteorology. As 
the history of weather prediction tells us, fears of 
automation are hardly new in this profession. This 
history also demonstrates that automation is not 
just an inevitable evolution but that it is led by 
experts from other domains—i.e., computer sci-
entists, data scientists, AI experts. 

A term that succinctly captures this profes-
sional tension is ‘meteorological cancer’. Jennifer 
Henderson (2017) introduces this term in her 
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ethnography of ethical dimensions of weather 
prediction. Henderson heard about this term 
from her interlocutors, who worried that younger 
forecasters, instead of “developing their own 
conceptual model” (Henderson, 2017: 1), use 
almost exclusively computer models to generate 
their forecasts. As meteorologists with whom 
Henderson (2017: 1) worked affirm, “[f ]orecasters 
are substituting the computer model for their own 
knowledge.” Henderson shows that the metaphor 
of ‘meteorological cancer’ captures the forecasters’ 
realization that by downplaying the importance 
of their tacit expertise, they “are contributing to 
their own demise” (Henderson, 2017: 1). As with 
other professions, forecasters have for a long time 
been aware of their own, often elusive, position 
within the ‘man-machine mix’ (Henderson, 2017). 
Part of Henderson’s (2017: 3) ethnographic goal 
was to understand the “competition of forecasters 
rivaling computer models for daily work even as 
the machines increasingly outperform them”. This 
ethnographic account thus shows in detail how 
the fear of being automated out of a job manifests. 
Yet, the ‘ontological fears’ of weather forecasters, 
as Henderson calls them, are “not so much the 
loss of labor but the change in the image of them-
selves” (Henderson, 2017: 46). 

The advent of modern weather forecasting 
is marked by the development of Numerical 
Weather Prediction (NWP) in the 1930s and 40s 
and the employment of computers to model 
atmospheric data. In Kristine Harper’s words, the 
meteorologists sought to invest their energy and 
resources in developing NWP “to increase the 
fortunes of a research community that had long 
been on the margins of U.S. science” and, conse-
quently, “to replace the art of forecasting with the 
science of meteorology” (Harper, 2012: 668). The 
meteorologists’ goal, Harper (2012) argues, was to 
elevate meteorology to the status of a ‘legitimate’ 
and objective scientific discipline by increasing 
the quantitative element of the field. 

Harper (2012) observes that there are two 
parallel views within the historiography of mete-
orology about who was more instrumental in 
shaping the field. One part of this literature 
emphasizes external actors, such as the polymath 
John von Neuman, who was deeply involved in 
designing the first computing system for weather 

forecasting. At the same time, other scholars 
attribute more substantial agentive capacity 
to meteorologists in defining their future. This 
argument aside, the point is that the birth of 
modern weather prediction is tied to the shift in 
the network of expertise in meteorology: NWP, in 
Harper’s account, has been made possible by the 
“availability of a new and larger pool of scientifi-
cally educated and mathematically savvy meteor-
ologists” (Harper, 2012: 670-71). Considering this 
history, I suggest that the mistrust of AI may result 
from not only a fear of ‘technological unemploy-
ment’ but also of destabilization of a professional 
identity. Furthermore, there is nothing new about 
the mistrust of automation, but the method of 
addressing it—by creating an intermediary profes-
sional organization—is a novel development.

As such, meteorology is one among a growing 
number of professions that face existential angst 
due to advancements in AI. Sociologist Phaedra 
Daipha (2015: 106) understands weather fore-
casting “as the art of collage” By this, Daipha means 
that weather forecasting is characterized by the 
“art of improvisation,” or an ability to mobilize 
various streams of data and modeling and be 
competent in screenwork analysis, as well as 
actual observation of physical weather. Following 
Daipha and other ethnographers of weather 
professionals, I frame the introduction of AI into 
the field as part of the larger ‘collage,’ or “a heuristic 
that frames meteorological decision-making as 
a process of assembling, appropriating, super-
imposing, juxtaposing, and blurring of informa-
tion” (Daipha, 2015: 21). Daipha further describes 
weather forecasting as ‘art and science,’ and fore-
grounds the blurring of the boundaries between 
human and the machine in the profession. In 
another register, what takes place at the Institute 
is a jurisdictional struggle between groups of 
experts who embrace ‘mechanical objectivity’ on 
the one hand and ‘trained judgment’ (Daston and 
Galison, 2010) on the other. 
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Second mutual orientation: 
Weather forecasters and 
machine learning experts
The introduction of AI in weather forecasting is a 
story of ethical and epistemological progression 
towards ever-increasing speed and accuracy of 
predictions. But what will make AI-based predic-
tions more trustworthy? And “Who possesses the 
better understanding of the atmosphere: those 
who crunch the numbers, but never look outside, 
or those who are unimpressed by equations, but 
read the sky?” (Henderson, 2017: 689). Forecast-
ers have asked this question for almost 70 years. 
In the story of Jay Forrester and the Whirlwind, 
Paul Edwards (1996) notes that it was Forrester 
who deliberately influenced high-ranking officials 
in the Office of the Naval Research, who initially 
were skeptical of the utility of the digital com-
puter. Some generals were hostile to the idea that 
a machine could perform the tacit knowledge of 
strategizing. Analogously, the weather forecast-
ing community has been characterized by fric-
tion between those who ‘read the sky’ and those 
who ‘crunch the numbers,’ to use Harper’s (2012) 
words. 

To gain the community’s trust and secure a 
mutual orientation between ML and weather fore-
casting experts, the members of the Institute had 
to learn to do both. The ML experts at the Institute 
have understood the need to design ML that 
weather forecasters could trust. This form of ML 
is based on two central properties: explainability 
and adherence to the laws of physics. In sum, ML 
experts realized that to get the forecasters to trust 
their system, they needed AI to satisfy a number 
of criteria: 1) be explainable, 2) adhere to the 
laws of physics and look ‘realistic,’9 4) adhere to 
the tacit norm of “erring on the side of caution.” 
The following subsection examines these related 
criteria in AI design. 

Trustworthy AI needs to be both 
explainable and realistic
McGovern has a long history of spanning the 
boundaries of computer science and weather 
forecasting. As a result, she has a unique vantage 
point to understand the role of explainability 
as a crucial factor in promoting ML for weather 
forecasting. McGovern’s doctoral work was in 

computer science and on a type of AI called rein-
forcement learning (RL). At the University of Okla-
homa, she holds a full professorship in both the 
School of Computer Science and the School of 
Meteorology. With expertise in ML and weather 
forecasting, she is a boundary-spanning figure 
(Aldrich and Herker, 1977; Ribes et al., 2019) who 
strives to present ML methods in ways the mete-
orology community can understand and trust. In a 
paper titled “Making the Black Box More Transpar-
ent: Understanding the Physical Implications of 
ML” (McGovern et al., 2019) published in the Bulle-
tin of the American Meteorological Society, McGov-
ern and colleagues argued: 

Despite its wide adoption in meteorology, ML 
is often criticized by forecasters and other end 
users as being a “black box” because of the 
perceived inability to understand how ML makes 
its predictions. This phenomenon is not exclusive 
to meteorology, and many ML practitioners 
and users have recently begun to focus on this 
interpretability problem (McGovern et al., 2019: 
2176). 

This problem statement made by a computer 
scientist in a prime venue for meteorological 
research attests to the gravity of the problem of 
trust in automation in weather forecasting. 

But professional meteorologists are not 
the only group the Institute’s members seek 
trust from.  In one of the talks about the 
Institute presented at the “2nd Workshop on Lever-
aging AI in Environmental Sciences”  organized 
by NOAA, McGovern said: “You can’t develop one 
particular AI technique that’s going to meet all of 
these needs. What you need to do is to take into 
account the end user’s needs and to make it trust-
worthy for that end user—you need to care about 
the end-user that you’re looking at.” This approach 
to trustworthiness requires deliberate tailoring of 
both algorithmic tools and discourses that explain 
these tools to different publics and actors.

According to the Institute members, the key to 
solving the problem of trust in AI among both the 
forecasters and the public is explainability. In one 
of the lectures she delivered about the Institute, 
McGovern described the mission of the Institute 
in the following manner:  
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we’re working on developing explainable AI 
methods that are aligned with environmental 
science, domain perspectives and priorities. This 
means that we care about what environmental 
scientists care about. We care about the spatial 
and temporal nature of the data. We care about 
the physics-based nature of the data, etcetera. 
So, it isn’t just an explainable AI method that’s 
developed theoretically—we’re testing it on all the 
environmental science domains.

During one of the Institute meetings, McGovern 
stated succinctly:

what is the future of everything we are trying to 
do? I think we need to integrate the AI and the 
physics and the robust approaches that we’ve 
started with explainable AI.

McGovern and her team are devoted to a solution-
oriented approach grounded in problems emerg-
ing from environmental sciences. For the Institute 
members, specificity matters—the spatial, tem-
poral, and physical aspects of environmental data, 
as well as the needs of potential users, need to 
be considered. As one researcher at the Institute 
said, “If we’re going to be showing the results of 
these [predictive models] to [forecasters] to say: 
‘this is trustworthy,’ you can’t give them stuff that 
doesn’t look realistic at all.”

Not all AI models have laws of physics built into 
them. And for weather forecasters, physics-based 
AI is one of the conditions for the technology’s reli-
ability and realism. “Physics-based AI” is a family of 
AI models that respects actual physical processes, 
such as the dynamics of storm formation. Making 
ML models physics-based is part of the process 
of establishing trust in the model, specifically 
in the domain of weather forecasting. In effect, 
the ML experts themselves have to develop an 
understanding of the physics of weather. This 
is one of the most challenging things to train as 
an ML expert. Forecasters need translators who 
can explain how algorithms arrive at their results. 
While prior to the establishment of the Institute, 
this translation had to be managed solely between 
AI and weather experts, the Institute adds an extra 
layer of risk communication scholars who, through 
their social science sensitivity, can help mediate 
across epistemic cultures (Knorr-Cetina, 1999). 

In this context of interdisciplinary translation 
work, I want to draw attention to the complexity 
of ‘opening the black box’ of algorithms as a 
solution to the problem of trust. As Anthony 
Giddens argued, 

There would be no need to trust anyone whose 
activities were continually visible and whose 
thought processes were transparent or to trust any 
system whose workings were wholly known and 
understood. (Giddens, 1990: 33)

Following Giddens, we can conclude that full 
explainability would ostensibly make the articu-
lation of standards of trust obsolete. But full 
explainability is rarely attainable. Trust requires 
more than just explainability. 

Analyses of explainability and transparency 
have been a key trope among critical algorithmic 
and data studies scholars, some of whom have 
observed limitations of the notion of transparency. 
For example, Mike Ananny  and Kate Crawford  
(2018: 5) observe that transparency “assumes that 
knowing is possible by seeing, and that seemingly 
objective computational technologies like algo-
rithms enact and can be held accountable to a 
correspondence theory of truth”. But as  Ananny 
and Crawford make apparent, transparency does 
not necessarily build trust.  On the other hand, 
Cynthia Rudin and  Joanna Radin (2019) ques-
tioned whether we need to make ‘black-boxed’ 
AI in the first place. They argued that “an accurate 
machine or an understandable human” (Rudin 
and Radin, 2019: 4) is a false dichotomy. The 
explainability of AI systems is undeniably a virtue 
that researchers strive for, but as Rudin and Radin 
point out, the dichotomy between “Being asked to 
choose an accurate machine or an understandable 
human is a false dichotomy” (Rudin and Radin, 
2019: 4). While arguably the philosophy of tech-
nology at the Institute reproduces this dichotomy, 
the question remains how the Institute will help 
to resolve this tension, and how explainability will 
influence the uptake of AI in weather prediction. 
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When machine learning goes out to 
lunch and predicts the end of the world: 
Calibration and mutual orientations at the 
NOAA’s Storm Prediction Center
The fundamental conundrum in the forecaster’s 
work is to determine whether to trust automated 
prediction generated by a computer or their own 
intuitions. The mode of prediction in ML clashes 
with institutional norms and forecasters’ intui-
tions. As Henderson (2017) notes, a part of fore-
casters’ trust is based on reducing their exposure 
to criticism by ‘under forecasting’—meaning here 
simply to communicate to the public lower prob-
abilities than those generated by their mental and 
digital models. Yet, ML models do not hold to this 
facet of an ‘ethic of accuracy’ of weather predic-
tion (Henderson, 2017; see also MacKenzie, 1987). 
Paramount in this context is the importance of 
“calibration” between forecasters’ predictions and 
the predictions of ML models, which, while not as 
accurate in the eyes of ML experts as it could be, 
respects the implicit norms of weather forecasters. 
By calibration, here I mean a process of translat-
ing ML models into more realistic forms of predic-
tion. The next few paragraphs offer an example of 
a tension between ML researchers who try to be 
as accurate as possible and forecasters who lean 
towards performing cautious predictions.

During one of the Institute meetings, director 
McGovern recollected an event during which a 
model deemed efficient by the ML experts was 
considered to be untrustworthy by the NOAA’s 
Storm Prediction Center (SPC) forecasters. The 
point of contention was a divergence between 
the ML models’ and the forecasters’ predic-
tions. One Institute member explained: “on this 
particular day, the ML model gave 80% [prob-
ability] of a certain temperature, while the SPC 
issued the probability of 50%.” Critically, due to 
the tacitly accepted principle of “erring on the side 
of caution” (Henderson, 2017: xxxvi), the highest 
probability forecasters wanted to issue was 60%.10 
McGovern elaborated: “From our perspective, 
a 100% probability wasn’t a problem (…) if the 
model says a 100, why shouldn’t we say a 100? 
But the SPC said ‘hell no.’” Another ML expert 
remarked: “You can see that by design, SPC wants 
to under-forecast.” The same expert put this diver-
gence in the context of their long-term work with 
the SPC: 

You’re trying to defend the model the first year. 
And [the SPC people] would just flip past because 
it’s like: ‘Oh yeah, the ML is out to lunch again, 
it’s putting 80%.’ (…) So, when they’re looking at 
30% as a high-end event, and a model is putting 
out 85%, they’re looking at it and saying, ‘Oh, 
this model is basically predicting the apocalypse 
for every day, and we can’t trust it if it’s always 
predicting the end of the world.’ 

The forecasters could not trust the ML mod-
els because they suggested probabilities much 
higher than they were used to. But, as this par-
ticular ML researcher explained, “By default, the 
model doesn’t have any sort of idea of what SPC 
predicts. It just gives you a raw weighting based 
on (…) the data.” To remedy this divergence, 
designing physics-based AI and calibration of 
models has emerged as a critical issue. The con-
cept of calibration in this scenario becomes one of 
the modes of a mutual orientation between two 
groups of experts. To make AI probabilities align 
more with forecasters’ norms, AI researchers cali-
brated the model which previously “has gone to 
lunch” with multiple real-life datasets. Only after 
the appropriate calibration took place were the 
forecasters’ and models’ predictions aligned.

This scenario exemplifies a classical problem 
of expert system approach to AI and the long-
standing tension between predictive experts and 
computers. One of the solutions to the calibra-
tion problem in the eyes of the Institute members 
is to extract ‘mental models’ of forecasting and 
input them into ML predictions. Imme Ebert-
Uphoff mentioned that it would be beneficial to 
use social science methods to understand how 
forecasters read the data and build AI based on 
those ‘mental models.’ She emphasized “getting 
feedback from social scientists about how we 
should develop ML methods” and explained that 
she does “a little bit of interviewing” when she sits 
down with an end-user and asks: “how do you do 
[predictive work] right now?” In her experience, 
forecasters often clash with the computer science 
people who say, “let the computer do it all.” In one 
of the talks, she concludes: 

We could do the whole community a big favor 
by revisiting the entire topic—not just what 
explanations should be like, but can we make 
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ML a little bit more like what people do manually 
right now? (…) Can we build a mechanism and 
vocabulary where we can actually talk about it?

A fascinating aspect of this situated process of cal-
ibration is that despite a historical decline in the 
prominence of the expert system approach to AI 
development, the ethics of explainability pushes 
some AI developers to once again revisit this less 
prominent form of AI11 In recent years, it was the 
data-driven system that won the battle, but the 
Institute is evincing the prowess of the expert sys-
tems approach.

Discussion
This case study testifies to the necessity of sup-
plementing contemporary critique of AI with 
historical analysis. Initiatives like the Cambridge 
University seminar series on “Histories of Artificial 
Intelligence: A Genealogy of Power” are among 
many scholarly developments promoting an inte-
grative, historical, and sociological examination of 
AI. From such a vantage point, the introduction of 
AI into weather forecasting can be better under-
stood within the context of a longue durée of the 
interplay between trained judgment and mechan-
ical objectivity in weather prediction (Daston and 
Galison, 2010). For example, Henderson argues 
that the crux of the matter is that:

Amid the talk of competition between humans 
and their technologies, then emerges a tension 
between the success of their work as predictive 
experts, which computer models help facilitate, 
and the value of their own expert skill in the 
process. At stake are the identities of forecasters 
as scientists and the survival of their profession in 
ways they envision it ought to exist (Henderson, 
2017: 10)

She adds: “In a forecasting office, boundaries 
between human and computer are fluid, blurred, 
and multiple. There is no single human nor a 
solitary machine but a plurality of both” (Hen-
derson, 2017: 10). As with other professions, AI 
might merely reposition the boundaries between 
the human and the computer. Nonetheless, such 
repositioning can turn into a professional ‘iden-
tity crisis’ (Henderson, 2017: 11). The possible dis-

Science & Technology Studies 37(4)

ruption in the professional identity of forecasters 
caused by AI lies at the core of the jurisdictional 
struggle explored in this paper. Interpreting such 
emerging jurisdictional struggles with attention 
to the history of automation might prove to be 
analytically advantageous for STS scholars, as well 
as for technology designers and policymakers.

The establishment of the Institute suggests 
that the introduction of AI into domains such as 
weather forecasting and environmental sciences 
at large necessitates deliberate training in novel, 
hybrid forms of expertise. The need for calibra-
tion between the professional norm of “under 
forecasting” and AI’s predictions also illustrates 
the tacit dimensions of professional expertise. 
This state of affairs is present in other professional 
contexts as well. For example, an ethnographic 
study of predictive policing revealed the impor-
tance of forming new intermediary occupational 
roles as a key to securing trust in AI (Waardenburg 
et al., 2018). Such professional intermediaries 
helped to establish “the superiority of algo-
rithmic decisions over human expertise,” but their 
presence also “further black-box[ed] the inherent 
inclusion of human expertise” in making decisions 
based on AI reccomendations (Waardenburg 
et al., 2018: 14). The capacity to interpret ‘black-
boxes’ comes with a specific form of intellectual 
capital. Those possessing such expertise might 
likely succeed in gaining prominence within the 
larger domain. Therefore, the introduction of 
professional intermediaries might have profound 
effects on the future of environmental prediction. 

Relatedly, as a growing literature focused on 
environmental data practices alerts us to the 
unique characteristics of environmental data (e.g., 
Fortun et al., 2016; Gabrys, 2016, 2020; Lippert, 
2015), critical algorithm and data scholars will 
need to pay more attention to the formulation 
of AI and data ethics in environmental sciences. 
Recounted above debate among the Institute 
members about whether AI in Earth Sciences 
might exhibit biases is a case in point. To repeat, 
as McGovern put it, one of her collegues argued 
that ”there was no need for ethics in AI for Earth 
Science prediction because there was no reason 
that AI needed to be ethical because there was 
no bias that would show up.” Arguably, environ-
mental STS analysis can offer a more nuanced 



55

and situated view of algorithmic bias and ethics 
at large. Interdisciplinary communication across 
social, environmental, and computer sciences is 
becoming more ubiquitous in AI design, and the 
Institute might offer many best practices for such 
collaborations. On the STS side, many scholars 
have adopted an openly collaborative ethos, as 
for example in Gina Neff and collegues’ “prac-
tice-based framework for imporving critical data 
studies and data science” (Neff et al., 2017: 85), 
and such frameworks might also prove generative 
for studies of both data and algorithms and for 
fostering interdisciplinary dialogue.

The study of the orientations of scientific 
research toward socially relevant problems has 
produced many insights into the formation of 
new scientific movements and disciplines (Frickel, 
2004; Jacobs, 2014; Hess et al., 2008). Neverthe-
less, there is a pressing need for further research 
about the role the ethics of technology design 
plays in the formation of networks of expertise 
consisting of private, public, and academic actors. 
Ethics statements common to industry often 
have objectives distinct from those embraced by 
public agencies or universities, and how the many 
genres of ethical frameworks are consolidated 
will require further study. Multi-sector collabora-
tions engender the composition of unique and 
discipline-tailored ethical standards, thus putting 
into question the utility of “one size fits all” design 
standards. 

Multi-sector organizations might prove to 
be very effective spaces for translating hig level 
policy discourses and moral backgrounds of tech-
nology development for the purpose of discipline-
specific use of AI. Paul Edwards (1996) argued that 
the funding of Forrester’s Whirlwind project—a 
project that paved the way for semi-automatic 
command and control systems in the army to the 
dismay of many high-ranking officials—could 
not be possible outside of the political milieu of 
the late 1940s and early 1950s. Analogously, the 
contemporary cultural conversation and policy 
discourses about the ethics of AI were a causal 
factor in instigating a mutual orientation between 
the NSF, the Institute, and weather forecasters. But 
the middle ground between policy discourses and 
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technology development is often occopuied by 
boundary organizations (Guston, 1999; Vaughan, 
1999). More research is necessary to capture how 
situated and idiosyncratic standards of AI design 
become stabilized and embraced by muti-sector 
projects and organizations, especially as more 
private-public partnerships (such as US NSF AI 
Institutes) are created under the often-seemingly 
over-arching umbrella of national AI strategies.

Conclusions
The evincing of ethical and socially desirable 
image plays a significant role during the emer-
gence and institutionalization of alternative 
expertise networks. This is often done, as in the 
case of the Institute, through an alignment with 
pre-existing ethical standards or moral back-
grounds (Abend, 2014) of technology design, but 
it also involves extensive, domain-specific adjust-
ment of standards. This study intervenes in the 
literature on the ethics of AI by showing that the 
prevailing moral background and national ethi-
cal standards of technology development, while 
crucial, are by themselves insufficient in providing 
tailored solutions to domain-specific issues asso-
ciated with trust in new technologies. The use of 
the concept of ‘mutual orientations’ and the read-
ing of the literature on the sociology of expertise 
and SCOT approach offers an analytical purchase 
on the question of how alignments of design 
standards shape emerging expertise networks 
and the introduction of AI into an existing pre-
dictive science. Moreover, the concept of ‘mutual 
orientations’ highlights the dynamic nature of the 
institutionalization of hybrid expertise networks. 
Indeed, introducing new technology into a profes-
sional field is often led by a desire to form a more 
robust network through generosity and co-pro-
duction (Eyal, 2013). The above analysis highlights 
the importance of not only the role of transpar-
ency in forging trust between experts but also of 
a design process sensitive to the norms and stand-
ards of an expert community. For the experts at 
the Institute, this meant creating algorithms that 
adhered to the laws of physics and intuitions and 
norms of weather forecasters.
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Notes
1 On the commercialization of meteorology and weather data, see Randalls, 2010, 2017; and Oui, 2022; 

and on the effects of the business-oriented model on the history of NOAA, see Fleagle, 1986.

2 For an analogous analysis of a relationship between politics and science, see Guston’s (1999) work on 
the Office of Technology Transfer as a ‘boundary organization.’

3 Boundary organizations, like the Institute, often bring unexpected collaborators together (O’Mahony 
and Bechky, 2008).

4 Trust has been defined differently in other institutional (i.e., Mozilla Foundation) and political (European 
Union) contexts (see Greene et al., 2019).

5 Eyal borrows the concept of co-production not directly from the seminal work of Sheila Jasanoff but 
from Vololona Rabeharisoa and Michel Callon’s (2002) reading of Jasanoff.

6 Wing, who is now the director of the Data Science Institute at Columbia University, has been deeply 
involved in shaping the NSF’s perspective on trust as an Assistant Director of the Computer and Infor-
mation Science and Engineering Directorate between 2007 and 2010.

7 For the historical context about trust and computing infrastructure, see Slayton and Clarke, 2020.

8 See Kate Crawford (2021: 4) on the myth of Clever Hans.

9 ‘Realistic,’ a term forecasters use, means in this context that ML models need to respect the laws of 
physics. Making ML models physics-based is, hence, part of the process of establishing trust in the 
model.

10 Brysse et al. (2013) observed a similar bias towards ‘erring on the side of least drama’ among climate 
scientists who, contrary to some accusations of alarmism, often underpredict future climate change.

11 For the history of the relationship between expert systems and data-driven approaches in ML, see Dick, 
2019 and Mendon-Plasek, 2021.
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Abstract
In the early 2000s, authorities in Sweden and Denmark recognised that their personal identification 
numbers were about to run out but followed different interventions to resolve the same issue. In this 
paper, I start from these cases to analyse personal identification numbers as methods for knowing and 
governing populations. I draw on two assertions from the study of methods within STS: Methods are 
performative, and they produce multiple objects and realities. I demonstrate how such identification 
numbers enact individuals and populations simultaneously, and I identify a fundamental tension 
between them: one emphasising the representational potential of the part and another favouring the 
coherence of the whole. I conclude that issues surrounding personal identification numbers in use 
across all Nordic countries can be traced back to a fundamental tension in addressing individuals that is 
impossible to resolve via technical modifications, although those interventions are crucial for keeping 
the systems operational.

Keywords: Identification, Numbers, Civil Registration, Methods, Performativity.

Introduction
In 2009, the Swedish government recognised 
that they were about to run out of numbers. The 
personnummer (personal identification number), 
originally introduced in 1947 and currently used 
in nearly all citizen-state interactions, was nearing 
capacity and would soon be unable to represent 
people born on certain dates. The problem was 
connected to the inclusion of the date of birth in 
the number itself: because some dates of birth 
were overrepresented in the Swedish population, 
soon there would be no more space left to regis-
ter new people.

On 29 January 2009, the government proposed 
a change in the civil registration law to the parlia-
ment (SR, 2009a) to resolve the looming issue. 
Instead of assigning the exact date of birth, they 
suggested that personal identification numbers 
would be generated using an adjacent available 
date in the same month as the birth date of the 
individual. Following a debate in the parliamen-
tary chamber, the proposition to change the civil 
registration law was accepted on 25 March 2009 
(SR, 2009b)1. 
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This lack of addressing capacity was not a 
problem unique to Sweden; the neighbouring 
state of Denmark, which uses a similar personal 
identification number called CPR-nummer, had 
already encountered and resolved the same issue 
in 2007 (CPR, 2021). However, their solution did 
not require modifying the date of birth. Instead, 
the structure of the four digits that follow the 
date of birth was changed, creating more address 
capacity while preserving the accuracy of the date 
of the birth.

Minute modifications involving technical 
details of civil registration technologies such as 
those I present above might appear trivial, but 
due to the ubiquity of the personal identifica-
tion number in both Denmark and Sweden, these 
small changes had much more significant conse-
quences for not only the residents who carry 
such numbers, but also for the branches of public 
administration who rely on the accuracy of the 
numbers.

The crucial point is that these kinds of 
identification numbers, used by not only Sweden 
and Denmark but all Nordic countries2, are not 
simply for tools for civil registration. They have 
become de facto identifiers in many everyday 
tasks. Picking up prescription medicine at the 
pharmacy or accessing the loyalty programme of 
a supermarket chain might involve typing in the 
personal identification number, or the final four 
digits of the number might be used as the code 
for a keycard to access a storage locker or to enter 
the gym. Signing up for a mobile phone contract 
often requires one to present such a number, 
and for those who do not have regular personal 
identification numbers often encounter new 
challenges when laws surrounding the numbers 
change (Garcia, 2022).

As such, for nearly everyone who holds a 
Swedish personnummer, the Danish CPR-nummer, 
or the Nordic equivalents, the idea of having a 
different date of birth in their number would be 
at the very least surprising and it is likely to be 
outrageous for many. So, how did Sweden end up 
here, and how did Denmark avoid it? The answers 
to those questions are surprisingly pertinent for 
STS scholarship as they reveal much about the 
performative potentials of identification methods.

On the everyday use of Nordic identification 
numbers
In the Nordic countries, an identification number 
is assigned to every citizen at birth. And to those 
born with one, this identification number is an 
unremarkable construct: a number that everyone 
has, and that everyone has always had. Over the 
last five years I have bothered many friends and 
colleagues who were born with the number by 
asking them whether they could remember the 
first time they wrote their number down, or the 
first time they got it wrong. Almost none of them 
could point to a specific moment, although many 
guessed that it must have been early in primary 
school. Of course, this says as much about my age 
and location as anything else: The vast majority of 
those I have spoken to were born in Sweden after 
1960. Since the four digits were introduced in 
Sweden in the late 1960s, anyone born around or 
after that date is likely to remember the number 
as an unchanging entity. Just two of my older col-
leagues, born in the early 1950s, could remember 
a time before the four digits were added to their 
numbers.

In contrast, those who receive the number 
later in life—for example by moving to a Nordic 
country to study or work—often find it novel and 
sometimes even shocking due to its ubiquity, but 
partially also because the number really does 
make many things more convenient. Booking 
a doctor’s appointment is easier, picking up 
medicine from the pharmacy is easier, opening a 
bank account easier, even renting a flat is easier, 
once the newly arrived resident is in possession 
of a personal identification number. Not only that, 
but the ubiquity of the number in everyday life 
is rarely remarked upon aside from moments of 
malfunction or rupture, as befits any infrastruc-
ture. Unsurprisingly, these friends and colleagues 
who moved to Sweden later in life could provide 
much more specific answers about when they 
had first written down their number (“as soon as 
I opened the letter from the tax office”), and the 
first time they had gotten it wrong (“the first time I 
tried to say it out loud”).

There is of course a third category: Those who 
have never had such a number. For them, whom 
I have spoken to most often at conferences, the 
number tends to invoke the spectre of the surveil-
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lant state out of control—again, mostly an indi-
cation of the kinds of fields I work in rather than 
any sort of a representative sample—and there 
is much substance to their critique. The histories 
of numbering people in Europe are fraught with 
the worst excesses of violence committed by 
states against their own citizens. The literature on 
the topic is vast, and the surveillant capacities of 
new technologies for tracking and recording the 
daily lives of individuals for the purposes of social 
sorting, whether in service of the state or in the 
hands of multinational corporations, should give 
us all pause (Ball et al., 2012; Gilliom, 2001; Lyon, 
2001; Monahan, 2013). However, my goal in this 
paper is not to argue for what the Nordic number 
should or should not do, but rather to demon-
strate what it does in action.

In this paper, I analyse the Swedish and Danish 
personal identification numbers as methods for 
knowing and governing populations. To do so, I 
draw on two assertions from the study of methods 
within Science & Technology Studies: Methods 
are performative (Law, 2004), and they produce 
multiple objects and realities (Mol, 2002) Through 
my analysis, I demonstrate how such identifica-
tion numbers enact individuals and populations 
simultaneously, and I identify a fundamental 
tension between them: one emphasising the 
representational potential of the part and another 
favouring the coherence of the whole. I conclude 
by arguing that issues surrounding these Nordic 
identification numbers can be traced back to a 
fundamental tension in addressing individuals 
that is impossible to resolve via technical modifi-
cations, although those interventions are crucial 
to keeping the systems operational.

Nordic identification numbers
While most countries across the world use some 
form of tax identification number for administra-
tive purposes (OECD, 2021), and many other Euro-
pean states assign unique identifiers to the whole 
population beyond taxation purposes, the Nordic3 
identification numbers have several properties 
that allow us to understand them as a ‘family’ of 
numbers. The first similarity is their syntax. They 
all begin with the date of birth, sometimes include 
a separation symbol—usually a dash, occasion-

ally a plus sign—and end with four or five digits, 
the assignment of which follows relatively similar 
rules across the five countries4. Equally significant 
is the similarity in their everyday usage in that 
they tend to appear in encounters with non-state 
institutions and companies just as much as they 
do in the context of civil registration. Finally, in all 
Nordic countries, the unique identification num-
bers assigned to citizens and residents remain 
with them for life.

These numbers are highly useful from the 
perspective of the state, as they allow for the 
generation of accurate statistics on the popula-
tion, especially when combined with a system for 
the registration of births and deaths in a timely 
manner. Employment, welfare, migration, and 
education are all governed with the help of identi-
fication numbers in the Nordic countries. As such, 
these numbers have been of interest to statisti-
cians and epidemiologists (Ludvigsson et al., 2009) 
due to the key role that they play in state-held 
registers which are highly valuable for research 
in both disciplines. Beyond these two groups, the 
last decade has seen a steadily growing interest in 
understanding the number from humanities and 
social sciences perspectives. Notable publications 
have covered the history of the number in Iceland 
(Watson, 2010), Denmark (Krogness, 2011), and 
Sweden (Paulsson, 2016), while two master theses 
have provided interaction design-centric histories 
of the number in Norway (Frestad, 2017), and 
Finland (Wessman, 2018).

In a study of the history Danish population 
registers and the CPR number, Bauer (2014) 
describes how the personal identification number 
moved from its role as administrative infrastruc-
ture to a biomedical resource used for population 
health research. Drawing on previous scholarship 
on studies of calculation, the history of statis-
tics, and science studies perspectives, she argues 
that population data do not merely representa-
tions populations but act as infrastructures that 
produce populations. This key infrastructural role 
is also emphasised in Nordfalk and Hoeyer’s (2020) 
analysis of a failed system for citizens to opt out of 
register-based research in Denmark.

In line with Verran and Lippert’s (2018) observa-
tion that numbers often feature in STS scholarship, 
Tupasela et al. (2020) highlight the role of iden-
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tification numbers across the Nordic countries 
in their analysis of the emergence of a “Nordic 
data imaginary” where health and welfare data 
collected by the state is shared with the private 
sector to boost economic growth. Alastalo and 
Helén (2021: 16) take the Finnish personal iden-
tification number henkilötunnus as their object 
of analysis when they argue that the number 
“epitomizes an intersection of political practices 
of governing people and advanced data manage-
ment technology” and acts as a means for the 
state to both care for their citizens and to control 
them.

The performativity of 
identification methods
To claim something is “a method” is to say that 
it obeys a set of rules for organising knowledge, 
that it orders some things in a certain way while 
othering the rest. In studies of method in STS and 
related fields, previous work has established the 
notion that methods are performative. They do 
“not only describe but also help to produce the 
reality that they understand” (Law, 2004: 5), and 
they enact multiple objects and realities (Mol, 
2002). These multiple objects and realities do 
come into conflict with one another; occasion-
ally “one reality wins” (Mol, 2002: 53–86), and 
at other times they co-exist in tension with one 
another. They also come with their own experts, 
and the institutions that uphold the validity of the 
method.

There are two key moments in understanding 
how methods enact realities. As Lury and 
Wakeford describe:

“Our proposal, then, is that the inventiveness of 
methods is to be found in the relation between 
two moments: the addressing of a method – an 
anecdote, a probe, a category – to a specific 
problem, and the capacity of what emerges in the 
use of that method to change the problem.” (Lury 
and Wakeford, 2012: 7) 

The moment when a method is applied to a prob-
lem, and how the problem changes because of 
that application are both crucial to understand-
ing the consequences of methods. Focusing on 
these two moments does not imply that the prob-

lem itself exists independently of the methods; 
the moments themselves are simply analytical 
tools to help us bracket a process so that it can be 
understood. The inventiveness of methods, as a 
way of studying methods is itself an invention, as 
also expressed by the notion of “the double social 
life of methods” (Law et al., 2011).

Connecting these perspectives to identifica-
tion and state practices is the notion of subjec-
tivation; methods shape the subjectivities that 
we all inhabit, for example in how subjects are 
brought into being by methods used by the state 
such as the population census (Ruppert, 2011). 
Understanding methods as forces of subjectiva-
tion (Cakici and Ruppert, 2020), that is, socio-tech-
nical arrangements that configure the agency of 
subjects to act, allows us to seek how social and 
political subjectivities can arise from the technical 
features of identification methods. In relation to 
Nordic identification numbers, the date of birth 
and the following digits each codify assump-
tions about the size of the population, its rate of 
growth, as well as about age and gender, which I 
describe in greater detail in the following sections. 

Methods contribute to the construction of the 
objects they set out to study, but this is not to say 
that methods of population statistics are the only 
devices for creating subjects; rather, as with many 
other devices, they have the potential to construct 
new subjects as they claim the population and the 
individual as their objects.

This process of construction is nowhere clearer 
than in the domain of expert practice as made 
visible in the reports, papers, and regulations 
(Hull, 2012; Mathur, 2016; Mitchell, 2002). Personal 
identification numbers construct a site of inter-
vention for policies that target subjects as unique 
individuals. This site is then accessible by other 
knowledge practices, whether in the name of state 
policy, e.g. the population census, or individual 
taxation, or for private enterprise such as linking a 
mobile phone contract to a personal identification 
number. It serves a dual-purpose in that it allows 
the formation and addressing of groups based on 
the properties of the number (“everyone born on 
May 18th, 1998”) or in the addressing of individuals 
separately (“the person assigned the number 
19560101-0101”).
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It is not only external actors that intervene in 
the site of the personal identification number; self-
conceptualisations also find their realisation in the 
very same site. The individual indicators of date 
of birth and legal sex at birth are both concerned 
with specific bodies, and both have become sites 
of contestation that are also targeted for interven-
tion by the state.

In short, the composite form of the personal 
identification number as a date of birth followed 
by a set of identifying digits brings into being a 
unique method; one that gives rise to interven-
tions that can target parts as individuals and 
wholes as the total population. It is in relation to 
these perspectives that I analyse Nordic identifica-
tion numbers as methods that enact populations. 

Identification and categorisation
Nordic identification numbers are but one exam-
ple of a highly diverse group of identification 
methods. Earlier research on identification and 
registration has established the importance of 
these methods for knowing and governing popu-
lations (Anderson, 2015; Hacking, 1990; Ruppert, 
2014), as well as its many risks when it comes to 
ever-expanding surveillance of subjects (Kertzer 
and Arel, 2001; M’charek, 2000; Nobles, 2000). 
These activities can be understood as attempts to 
make society and people legible to the state, and 
constitute central problems of statecraft (Scott, 
1998). 

Numbers have always played a prominent role 
in the exercise of state power in this manner. The 
history of statistics and its methods for handling 
uncertainty have been widely studied as social 
accomplishments (Daston, 1988; Desrosières, 
1998; MacKenzie, 1981; Porter, 1996; Stigler, 1990). 
In this sense, numbers are the foundation on 
which contemporary states are built, whether in 
creating populations by counting them (Hacking, 
1990), exercising power through experts (Mitchell, 
1991), or shaping people and territory from a 
distance (Scott, 1998).

Since the origins the modern state dovetail 
with that of centralised identification systems, 
both seemingly mundane technologies such as 
identification cards (Caplan and Torpey, 2001) as 
well as biometric technologies and new infrastruc-
tural projects have been the focus of scholarly 

attention. Bennett and Lyon (2008) collect the 
diverse implementations of this identification 
technology in different geographies and through 
different technologies. Spektor (2020) describes a 
case where concerns about security seek to both 
mobilise and oppose new identification tech-
nologies, while Thiel (2020) highlights the role of 
interoperability in public debates and political 
decisions surrounding identification infrastruc-
tures, and Singh (2019) argues for seeing such 
technologies as translations that distribute 
accountability and control across bureaucracies.

Scholars have studied issues of categorisa-
tion and identification as performative methods. 
Grommé and Scheel show how statistical identity 
categories for migrants and minorities consti-
tutes a site for the enactment of national identi-
ties, therefore bringing into being more than just 
the groups that they name (Grommé and Scheel, 
2020). The changing objects and enacted realities 
also affect the method itself. For example, Dagiral 
and Singh (2020) show how digital identification 
infrastructures in France and India are changing 
the relationship between the state and the citizen 
by making each legible and accountable to one 
another in unforeseen ways. Moreover, Pelizza 
has argued that by viewing identification as 
performative, we can also see beyond the notion 
of identification as nothing more than a flawed 
representation; performativity foregrounds the 
process of translation and makes visible both 
the limitations and the materiality of the process 
(Pelizza, 2021). This focus on materiality also 
highlights the role of routine practices and social 
relations of humans which are often essential to 
the stabilisation and regular functioning of digital 
identification infrastructures (Chaudhuri, 2019).

Studying identification numbers
In my analysis of identification numbers, I draw 
on official reports and information published by 
state institutions in charge of the identification 
number systems in the Nordic countries. Typically, 
these are the tax offices and statistics agencies, 
but also include institutions that are specifically 
responsible for the administration of the num-
ber, for example CPR-kontoret (the Danish central 
person registry office). When describing instances 
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of numbers running out and the change in civil 
registration law, I have also made use of Swed-
ish parliamentary records from 2009, as well as 
news articles that reported on related issues in 
Sweden and Denmark between 2010 and 2022. 
Finally, I have used reports and guides published 
by Skatteverket (the Swedish Tax Agency) and CPR-
kontoret when explaining the internal structure 
and the technical details of the personal identifi-
cation number systems. I sorted the documents 
into three categories (parliamentary records, 
expert reports, and news), labelled according to 
country of origin, publishing institution, language, 
and publication date. Then, I developed a coding 
frame based on registration of life events which 
resulted in three themes relating to events (birth, 
death, migration), and four themes related to 
features of civil registration systems (population 
register, identification number, syntax, seman-
tics). While this coding frame did not necessarily 
map the documents to a singular timeline, in the 
following sections I present the various parlia-
mentary debates, reports and changes in law in 
chronological order for clarity.

As I described in the introduction, both 
Denmark and Sweden faced the problem of 
running out of personal identification numbers. 
In Sweden, the solution was to change civil regis-
tration laws to allow for numbers not matching 
the date of birth to be assigned to citizens and 
residents in 2009. In Denmark, the problem 
arose earlier due to the smaller representational 
capacity of the number, but their solution involved 
changing the internal structure of the number. 
Importantly, it is these very structures that encode 
assumptions about the world that the number 
inhabits, and changing one is to change the other 
as well. However, to understand the social and 
political implications of the internal structure of 
the number, we first need to understand how the 
personal identification number is constructed in 
the Nordic countries.

Making Up Numbers
Despite the name, the Nordic personal identifica-
tion number is in fact a composite of several num-
bers that obey different rules. The first sequence 
is the date of birth where digits denote the day, 
the month, and the year. The second sequence 

of four or five digits are primarily used to distin-
guish between different people born on the same 
date, but throughout the history of the number 
they have been used as indicators for the region 
of birth, the legal gender, checksum (error detec-
tion), and even whether the bearer belongs to the 
royal family.

As an example, if a person born on 30 October 
2022 were to be issued a personnummer in 
Sweden today in line with the Swedish guidelines 
(Skatteverket, 2021), the number might look like 
the following:

20221030-5013

If the same person were to be issued a CPR-num-
mer in Denmark, according to the Danish guide-
lines (CPR, 2021) they might receive the following 
number instead:

301022-4127

The numbers look similar aside from the differ-
ence in how the day, month, and year is repre-
sented. The former is in YYYYMMDD order using 
eight digits, while the latter is in DDMMYY order 
using only six digits. The date is followed by a dash 
to separate the suffix comprising four digits. By 
combining the date of birth with four additional 
digits, it would be possible to uniquely represent 
up to ten thousand individuals per day—or 3.6 
million per year—in the absence of any other con-
straints, but in practice the four digits are used for 
other purposes as well, and the representational 
capacity is significantly smaller.

Regardless of the exact capacity, however, 
this kind of structure comes with an assumption 
of how about many people are likely to be born 
on any given day, and how that might change 
in the future. What the designers of the number 
must have had in mind for the kinds of numbers 
used in the Nordic countries were expectations of 
a certain population; closer to ten million rather 
than one billion.  In other words, embedded in the 
design of the number itself is a population projec-
tion based on the assumption of sustained repro-
duction. Such political visions are often built into 
infrastructure, as Bowker and Star (2000) have also 
argued, and the Nordic identification number, in 
its capacity to act as an addressing infrastructure 
for the state, is no different.
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The other feature shared across all Nordic 
identification numbers is the use of the date of 
birth based on the Gregorian calendar. Using 
the calendar for the registration of births is not 
unusual by any means; the right to birth registra-
tion is contained in the United Nations Convention 
on the Rights of the Child, Article 7 (UN General 
Assembly, 1989), and for most birth registration 
systems this means recording the birth event 
together with the date of the event. In Sweden, 
the calendar provides yet another link between 
dates and individuals through the tradition of a 
name day, itself a remainder of the calendars for 
the “saint of the day”, that is, the association of 
specific dates with specific names of saints.

When numbers run out
It is currently possible to be assigned a personal 
identification number that differs from your 
actual date of birth in Sweden, because numbers 
for some dates have already run out. The reason 
for the limited capacity of personal identifica-
tion numbers is in how they are generated from 
using the date of birth, but to understand how 
such numbers could possibly run out, we need to 
understand two other factors that contributed to 
the issue.

The first is migration to Sweden from other 
countries: Since the Swedish number can only 
address one thousand people per date of birth 
(in practice this number can be slightly lower 
due to reserved digits), and numbers are rarely 
released even if people move out of Sweden, it is 
possible to see how some days could come close 
to maximum capacity; extremely unlikely, but 
theoretically possible. Note that the number can 
represent approximately 36 million individuals 
per century (assuming a lifespan of a hundred 
years) and birthdays tend not to be uniformly 
distributed, i.e., some months tend to have more 
births than others; under these conditions more 
than one thousand people resident in Sweden 
could share the same date of birth for a given day. 
However, this is highly unlikely given the current 
population of Sweden5. In fact, a Statistics Sweden 
report published in 2016 estimated that approxi-
mately 300 numbers out of one thousand are 
claimed for each date under regular conditions 
(SCB, 2016).

The second factor that led to numbers running 
out was the decision to assign arbitrary dates of 
birth to people arriving in Sweden if they did not 
possess the kind of documentation recognised 
by the Swedish Migration Agency. If someone 
arriving in Sweden either did not hold an identifi-
cation document that indicated the date of birth, 
or if the document itself was not recognised as a 
legitimate document by the Migration agency, 
then the individual in question was assigned 
either January 1st or July 1st as their day of birth, 
depending on which half of the year they declared 
their date of birth in. The required conversions 
from the Hijri calendar to the Gregorian calendar 
may have also played a role in this decision, 
as noted by one Skatteverket employee inter-
viewed by Sverige Radio in 2019 (Boucheloukh 
and Axelsson, 2019). This decision gradually led 
to irregularities in population statistics, initially 
concentrated around certain years in the 1970s 
and 80s, as January and July 1st both seemed to 
indicate days where the number of births were 
higher than in the rest of the year (SCB, 2016: 
18). However, a more serious problem soon 
arose: Since the personal identification number 
can only address a theoretical maximum of one 
thousand people per day, the artificial birth date 
assignments eventually exhausted the available 
supply of numbers for January 1st and July 1st of 
certain years. The issue was initially addressed by 
multiple state institutions in a series of reports 
and followed by a change in the civil registration 
law in 2009 (SR, 2009b) which allowed for personal 
identification numbers to be generated using an 
adjacent available date if the exact date of birth 
happens to be unavailable in the system.

As I discussed in the introduction, this lack of 
addressing capacity was not unique to Sweden. A 
similar problem was also recognised in Denmark 
in the early 2000s. A common feature of the 
Swedish and the Danish identification numbers 
is the use of an independent checksum digit 
within the number that allows for error control6. 
The trade-off is that such a feature also uses up 
a digit that could otherwise be used to increase 
the addressing capacity of the number. It is this 
feature that was removed from the Danish identi-
fication number on October 2007, resulting in an 
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increase in the addressing capacity by a factor of 
ten (CPR, 2021).

In short, the Swedish and Danish authorities 
faced similar problems of identification numbers 
running out but settled on different technical 
solutions to increase the addressing capacity 
of the numbers. In the Swedish case, legislation 
allowed for people to be assigned personal iden-
tification numbers that do not match their date 
of birth, therefore allowing the dates that fill up 
to overflow into the next available date. In the 
Danish case, the removal of the checksum func-
tionality increased the capacity of the number by 
a factor of ten, preserved the accuracy of the date 
of birth, and resolved or at least postponed the 
problem for several decades.

Discussion: The socio-
politics of numbers 
While the modifications to the Swedish and Dan-
ish identification systems I outlined in the previ-
ous section may appear minor, the scope of these 
technologies—national identification numbers 
that cover the whole population—spread their 
consequences far and wide.

In the Swedish case, it became possible to 
assign people personal identification numbers 
that do not match their date of birth, even when 
their actual date of birth is recognised by state 
authorities. Thus, the personal identification 
number is no longer a completely reliable indicator 
of the date of birth. Admittedly, this group is likely 
to make up a fraction of the population, but the 
undoing of deep-seated assumptions about the 
factuality of numbers still creates problems for 
other systems that rely on those numbers7. We can 
easily imagine an example where a form requires 
someone to submit both their personal identi-
fication number and the information on their 
passport. If the date of birth on those two do not 
match, a form-checker might easily throw up an 
error or outright refuse a form. Similarly, a border 
control agent unaware of the minutiae of Swedish 
personal identification numbers might suspect 
the individual of wrongdoing due to mismatches 
birthdates in the provided documentation. In fact, 
this was exactly the case that was reported by SR 
in 2019 that I cited earlier where a Syrian citizen 

with a Swedish residence permit was stopped and 
questioned at the Greek border while returning 
from vacation (Boucheloukh and Axelsson, 2019).

In the Danish case, the consequences become 
apparent in a longer chain of dependencies. Since 
the checksum digit was repurposed to make 
space for additional numbers, any systems that 
relied on the previously intended functionality of 
the checksum8  erroneously started flagging some 
numbers as invalid after the change. The problem 
was sufficiently widespread that the CPR office 
was required to make a public statement declaring 
that “even though CPR office has been asking since 
2007 for IT systems to be built to handle numbers 
that do not contain the modulo 11 digit”, the 
office is still receiving questions and complaints 
from individuals whose numbers were rejected 
by IT systems (CPR, 2022). In the statement, the 
CPR office also stated that such systems should 
at minimum allow for CPR numbers without the 
modulo 11 digit to be entered manually.

In comparing the two cases, we see that the 
intervention of the Swedish authorities preserved 
the integrity of the system at the cost of the 
accuracy of individual representation. In other 
words, the coherence of the whole was prioritised 
over the specificity of the parts. Consequently, 
a group of individuals will need to personally 
account for the changes wherever they encounter 
friction, while the existing administrative systems 
can continue to function as before. The Danish 
case demonstrated exactly the opposite: the 
specificity of the parts was preserved at the 
cost of reducing the coherency of the whole. 
However, since the intervention removed the 
very mechanism built to check the validity of the 
number in local contexts, it left individuals who 
encounter issues with no clear understanding of 
the reasons for the problem, as the as the absence 
of the checksum nearly impossible to recognise 
in the number itself compared to seeing two 
different birth dates in two different documents. 
At the same time, as the checksum was always 
meant for national systems rather than inter-
national systems, the Danish state was able to 
intervene in the process as demonstrated by the 
statement published by the CPR office regarding 
the checksum digit. In that statement, the respon-
sibility for handling the problem was placed at the 
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level of IT system implementation at local authori-
ties using CPR numbers, rather than on the person 
bearing the non-compliant number.

I have narrated these two moments of change 
in the national identification systems of Sweden 
and Denmark to argue that the use of the date 
and time for registration may appear mundane, 
but it is by no means free from social and 
political assumptions. As Bourdieu (2015: 20) has 
described, we only need to look at the ubiquity 
of the calendar as a shared organising practice to 
see the hegemonic power of the state over life. 
The calendar is one site where the state exercises 
an often-invisible power over social relations, and 
a state-issued number that includes the date of 
birth inherits the same form of power. It is easy 
to accept that the calendar—understood as the 
state-sanctioned method for compartmentalising 
time—is likely to remain stable, and that stability 
is one of the factors that makes Nordic identifi-
cation number a reliable method for addressing 
individual state subjects. 

This stability across time allows personal iden-
tification numbers to construct an equally stable 
site of intervention for policies that target subjects 
as unique individuals. It is this site that is then 
accessible by other knowledge practices, whether 
in the name of state policy, e.g., the population 
census, or individual taxation, or for private enter-
prise such as linking a mobile phone contract 
to a personal identification number. It serves a 
dual-purpose in that it allows the formation and 
addressing of groups based on the properties of 
the number (“everyone born on May 18th, 1998”) 
or in the addressing of individuals separately 
(“the person assigned the number so and so”). 
Drawing on Deleuze (1992), Bauer argues that in 
this process the individual and the population are 
no longer conceived as opposites as the “‘dividual 
body’ is reassembled and enacted through statis-
tical strata” (Bauer, 2014: 207). It is this melding of 
the individual and the population that defines the 
Nordic identification number; its immense utility 
to statisticians, epidemiologists, tax offices and 
many other state institutions arises from its power 
to enacts the individual and the population as 
sites of intervention.

The significance of addressing parts and 
wholes via numbers was already highlighted by 
Georg Simmel:

“This contrast in ways of naming things reveals a 
complete antagonism in the sociological position 
of the individual within the spatial sphere. The 
individualistic person, with their qualitative 
determinacy and the unmistakability of their 
life contents, therefore resists incorporation 
into an order that is valid for everyone, in which 
they would have a calculable position according 
to a consistent principle. Conversely, where 
the organisation of the whole regulates the 
achievement of the individual according to an 
end not located within him or herself, then their 
position must be fixed according to an external 
system. It is not an inner or ideal norm but rather 
the relationship to the totality that secures 
this position, which is therefore most suitable 
determined by a numerical arrangement.” (Simmel, 
[1908] 1997: 149–150)

Simmel’s argument is that if individuals are not 
considered in terms of innate characteristics, then 
they can only be distinguished or judged on the 
basis of relations to a larger whole, and numbers 
are well-suited for this kind of work, although 
they are rarely meaningful as individual entities. 
To make sense of them, there is always a need to 
know about other numbers in relation to each 
other, for example to judge whether they indi-
cate a quantity or form a sequence9. Forming the 
kinds of relations that then derive meaning from 
a totality depends on making things align with 
one another and become commensurable10. In the 
case of the Nordic identification number, combin-
ing the stability of the site of intervention based 
on the calendar and the relationship of individual 
sites to the whole, generates addressable subjects 
of the state11. 

Returning to the Simmel quote above, it is 
not only the enumeration of people and the 
crafting of a population alone that is of interest, 
but the possibility that numbers can be made to 
envelop a totality, or how a totality can be accom-
plished through these numbers: People are born, 
people die, the formatting of numbers changes, 
dates and calendars are swapped, but the idea 
of addressing a space through incrementing 
numbers, or describing that space through 
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quantity persists throughout. It is this feature of 
the method that stabilises the population as a 
totality. The numbers belong to an orderly conti-
nuity, each day following from the next, and 
each day containing a finite number of people 
born on that day. That orderly continuity is the 
totality that persists past the birth and death of 
individuals. The interventions of the Swedish and 
Danish authorities to modify the national identi-
fication numbers challenge this continuity and 
foreground the tensions between the coherence 
of the whole and the representational potential of 
its parts, with consequences for all who carry such 
numbers.

Conclusion: The aftermath 
of performative power
In this paper, I have argued that the personal 
identification number enacts individuals and 
populations simultaneously. This is because of the 
composite form of the number—the date of birth 
followed by a set of identifying digits—brings 
into being a unique method that can address 
both individuals and the total population. How-
ever, these two sites of intervention, which I have 
theorised as parts and wholes, are at tension with 
one another. The former shapes a consecutive 
totality through the enumeration of calendar days 
while the latter provides features specific to the 
individual number. This is the fundamental ten-
sion that exists at the heart of the number; given 
the current structure and the syntax of the Nordic 
identification number, a richer representation of 
the individual through increased features in the 
number can only come at the expense of group 
coherence, and vice versa.

When other events bring the tension to the 
foreground, such as when the numbers ran out 
in Sweden and Denmark, technical modifications 
can bring solutions in the form of compromises 
by emphasising one site over the other. In the 
two cases I examined, the technical modifications 
served to keep the system functioning by finding 
a balance between group coherence and the 
features of individual numbers. The Swedish inter-
vention preserved the former, while the Danish 
one did the opposite. However, as the tension is 
fundamental to the construction of the method, 
neither could resolve it.

What makes this tension significant beyond 
its representational capacity is that in the Nordic 
countries, the personal identification number sits 
at the heart of a centralised system of civil registra-
tion. Thus, any changes to the system, no matter 
how trivial, have the potential to affect all individ-
uals in the population. As with a pebble dropped 
into still water, the technical modifications to the 
personal identification number produce ripples 
that travel far because the intervention is at the 
very centre of the web of relations.

In both Sweden and Denmark, the technical 
modification was successful in the sense that 
the numbers are no longer at risk of running 
out. However, as I described in the issues faced 
by a Swedish resident at an international border 
and numbers being refused at the citizen service 
centres due to outdated software, the full conse-
quences of the changes are still unfolding after 
nearly 15 years. In both cases, it is the individual 
bearing the problematic personal identification 
number who suffers the negative consequences 
directly, and due to no fault of their own. 

It is not that personal identification numbers 
used in the Nordic countries are inherently good, 
evil, democratic, or totalitarian. It is that they are 
potent tools of statecraft that sit at the core of civil 
registration, and therefore have the potential to 
affect the lives of all who carry them. That is why 
any changes to these numbers, no matter how 
minor or mundane they might appear, can disrupt 
the lives of many.

In STS scholarship, this kind of tension has 
been theorised in connection to how methods, 
objects, facts, practices, etc. enact realities. Those 
realities can and do exist in parallel, but also 
come into occasional conflict.  In his discussion 
of Annemarie Mol’s interpretation enactment (cf. 
Mol, 2002), John Law describes it as attending to 
“the continued practice of crafting” (Law, 2004: 
56). With my analysis, it is this feature that I seek 
to highlight in relation to identification systems, 
broadly understood. 

We can conceptualise all identification systems 
as attempts to contain that very same tension 
between individual representation and group 
coherence. By attending to their continued 
practice of method, whether through analysing 
new legislation, following the actors, or seeking to 
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understand the technical changes to the systems, 
we cast light on what sites of intervention they 
bring into being. Those sites are where we locate 
the subjects and subjectivities of methods, and 

it is from that vantage point that we can begin 
to ask questions about the political projects that 
these methods make possible.
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Notes
1 At the time of writing, it is still possible for personal identification numbers in Sweden to be assigned to 

an adjacent available date.

2 The Nordic countries are Sweden, Denmark, Norway, Iceland, and Finland.

3 Two Baltic states, Latvia and Estonia also assign identification numbers with similar properties, although 
the structure of the number differs slightly for the former and significantly for the latter.

4 One reason why these numbers resemble one another in syntax is because the experts and institutions 
that developed them were aware of each other’s work. For example, in relation to the design of the 
Norwegian systems in 1960s, the experts voiced a desire to improve on the already existing system in 
Sweden (also see Frestad, 2017 for a history of the design process; Selmer, 1964).

5 Prior to 1990, the Swedish personal identification number also included digits that indicated the county 
of assignment which decreased its capacity significantly, and occasionally required regions to ‘borrow’ 
capacity from one another.

6 One function of the checksum digit is the prevention of transcription errors. Since the number was 
designed to be copied from place to place by hand, writing down digits one by one, its inclusion in the 
original design is aimed at preserving the integrity of the number. In the past the checksum would have 
also provided a small measure of security against fabricated numbers if the forger were not knowledge-
able in the internal structure of the number, although in more recent times this checksum has been 
trivially easy to replicate given that all the documentation is publicly available over the Internet.

7 It is also worth noting that in 2019 the issue of numbers running out was brought up by Angelica 
Lundberg, a representative of the nationalist right-wing party Sweden Democrats, during a debate with 
the finance minister at the time, Magdalena Andersson of the Social Democrats (Riksdagsförvaltningen, 
2019). Lundberg’s argument was self-contradictory in that it asked for significant resources to be put 
in the service of resolving an issue that affects those who have migrated to Sweden, while at the same 
time positioning her party as being against the use of resources in this manner. However, regardless of 
the content of the argument, the consequences of the technical change in the personal identification 
number had political significance even at the parliamentary level.

8 The checksum digit is generated using a modulo 11 operation where each digit of the number is multi-
plied by another number called the weight. These are then summed together and divided by 11. Finally, 
the remainder is subtracted from 11 to obtain the checksum digit (CPR, 2021).

9 Verran’s study of numbering practices describes how enumeration itself can also involve an oscillation 
between unity and plurality (Verran, 2001: 92–119).

10 Schinkel (2016) has argued that such alignment must begin by providing a basis for differentiation, and 
that this activity can be understood as “comparity work” (Schinkel, 2016: 377).

11 The notion of addressability has been employed by Bratton (2015) to analyse the power of information 
and communication technologies globally. Bratton (2015, 191–218) argues that the ability to assign 
addresses is “critical to any geopolitical system”.
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Joseph Rouse is concerned with (re)conceptualiz-
ing practice and practices-in-practice as the basic 
element of human social life and human nature. 
In promoting a thorough-going contemporary 
philosophical naturalism, he argues that prac-
tice, episodes of humans doing their varied soci-
alities in various situations as doings of their very 
being as lively social organisms, effect epistemic 
and moral norms simultaneously. The projects of 
describing the world and making judgements as 
agents, which Kant, inspired by Hume, separated 
out as distinct, are re-imagined as one.

Central to Rouse’s most recent book is the 
issue of how challenges to cognitivism, arguing 
for explicit recognition of complex assem-
blages of institutional practice, might proceed. 
Rouse implicitly offers a radically novel working 
imaginary of human social life and human nature 
as based in institutional procedure and humans’ 
practices-centred work. He cogently argues that 
humans’ practices-centred work is an evolutional 
extension of the practices-centred work that 
non-human animals enact in living as particular 
non-human animals. The title names this using the 
appropriate technical concept: ‘biological niche 
construction’. The book’s chapter 2 is given over to 
making this argument.

The dominant ideology of cognitivism locates 
meaning, understanding, and critical assess-
ment in individual minds and thought. Cognitiv-
ists see those human capacities as informed by 
bodily perceptions but assume analyses of social 
life that inform individual human social agency is 

mind-work. By contrast, a fully-fledged practice-
based account emphasizes individual practices of 
embodied experiencing in situ, and subsequent 
articulation in wordings by individual participants, 
along with proceduralizations as practice in insti-
tutional functioning. 

As a practitioner of sciences and technologies 
studies, I have been inspired by Rouse’s writings 
for many years now, albeit my focus on using 
practices-based methods will seem remote from 
Rouse’s theorising. My work has been driven by 
the need to manage on-the-ground relations 
between incommensurability and commensura-
bility in working in epistemic good faith between 
disparate knowledge traditions. As a philoso-
pher of science, Rouse is focused on theorizing 
contemporary human nature and human social 
life as an expression of a thorough-going philo-
sophical naturalism that refuses the traditional 
Humean empiricist dichotomy of description and 
judgment (cf. Määttänen, 2022). Understanding 
Rouse’s project this way positions it as both a 
direct descendant and potent challenger of the 
tradition of empiricism attributable to David 
Hume (cf. Prinz, 2015). Although Rouse mentions 
Hume only once in a minor footnote, and he 
does not propose this book as participating in a 
paradigm change, my claim is that it is not inap-
propriate to read it this way. 

In the opening chapter of this latest contribu-
tion to his long-term project, Rouse suggests 
that at least three major challenges have in the 
past been mounted in opposition to the signifi-

This work is licensed under 

a Creative Commons Attribution 4.0

 International License



78

Science & Technology Studies 37(4)Book review

cant shift in conceptualizing human nature and 
the socialities that focus on practice spawns. 
He attends to these challenges in turn. First, he 
considers how best to analytically consider the 
interrelations between those who participate 
in practices and the contexts – the sociomate-
rialities – of their participation. Second, Rouse 
elaborates that ‘’a central issue for practice-based 
conceptions [is] how performances [enactments] 
belong to and are enabled by or conditioned by 
a practice, and how that belonging together is 
sustained in and through subsequent perfor-
mances’’ (p. 32). The third form of challenge is, in 
Rouse’s opinion, central, if practice-based concep-
tions are to successfully challenge the dominant 
cognitivism in initiating and sustaining a major 
paradigm shift in philosophy and social sciences 
where ‘’practices constitute a publicly accessible 
locus of meaning and understanding’’ (p. 32). In 
considering this third aspect, Rouse notes that 
there are alternative interpretations of where such 
public meaning-making and understanding is 
located:

‘’One strategy emphasizes flexible bodily 
skills for coping with situations, including 
participants’ embodied responses to one another’s 
performances. Alternative strategies take different 
approaches to language use as a public domain 
that enables making sense of and responding to 
one another’s performances in partially shared 
circumstances’’ (p. 32). 

The substantive element of chapter one is an 
adumbration of the established means that theo-
rists of practice-based approaches have devel-
oped in meeting these challenges. Having thus 
carefully listed and responded to challenges of 
the practice-based approach vis-à-vis the cogni-
tivist, Rouse turns attention to those aspects in 
which it remains inadequate. He contends that 
these inadequacies lie in the social-theoretic form 
of conceptualising practice and of reading prac-
tices-in-practice. It is this formulation that is the 
target of Rouse’s critique. 

The book sets out to elaborate how the 
inclusion of the biological in conceiving ‘a practice’ 
makes good on the deficiencies of the social-theo-
retic accounting both the concept of ‘a practice’ 
and the articulating of ‘practices-in-practice’. Prac-

tices-in-practice are actual enactments or perfor-
mances of a practice generating meaning and 
understanding as a concept, which necessarily 
renders a particular account of the here-and-
now, and simultaneously affords possibilities for 
judgements. Rouse proposes that the root diffi-
culty with developing adequate conceptions of 
practice – as the basis of human nature and the 
forms of human sociality which that account of 
human nature precipitates – arises because the 
accounts offered are situated in an abstracted 
symbolic social realm. Practices have been onto-
logically separated out from the actualities of their 
biological significance in human ways of life. 

As Rouse sees it, the challenge in conceptual-
izing a practice and appropriately reading prac-
tices-in-practice has two aspects. First, the social 
theoretic conceptualization of practice lacks a 
non-arbitrary basis for identifying temporally-
extended and spatially-dispersed collective enact-
ments as a practice-in-practice of this practice, 
and eventually this conceptualization of the world. 
Second, for that identification to be adequate, it 
needs to disclose the sources and expressions of 
the normative authority with which a practice 
both enables and influences emergent particular 
enactments, which might then be judged as good 
enough repetitions (p. 54).

With regard to the first aspect, he points out 
that practitioners need to be able to reliably 
specify why this enactment here-and-now counts 
(or does not) as practice bringing a particular 
concept to life – say a number. As a practice which 
has meaning as a particular concept, why does this 
enactment count as the concept of number, but 
not that enactment? In my experience, the diffi-
culties Rouse is summarising here are real experi-
enceable difficulties for the researcher who would 
use a practices-based method in inquiry. Rouse 
does not offer illustration of how these might 
be experienced, but for those for whom illustra-
tion helps grasp the problem, a vivid account of 
a researcher facing exactly this problem can be 
found in chapter one of my book Science and an 
African Logic (Verran, 2001). Accounted there too 
is experience of the second problem Rouse identi-
fies with social-theoretic accounts of practice: the 
need to disclose the sources, and account expres-
sions of, normative authority. I elaborate the 
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confusion and discomfort of experiencing exactly 
those tensions Rouse names as an aporia. 

Rouse provides an account of the origins of 
institutional practice as biological, which affords 
the claim that human nature and the material soci-
alities that emerge in its workings are ‘practices all 
the way down’. In doing so, it plugs a significant 
hole in the project of articulating a naturalist form 
of sociality. As I read the significance of the book, 
this is where Hume as antecedent comes in. Kant 
did a job on Hume’s ‘story’ concerning experience 
and human nature, rendering senses as enabling 
description and knowledge claims which afforded 
judgements as social norms, which in turn 
afforded the possibility of articulating practices 

generating social goods. Rouse’s account of 
practices however turns Hume’s story inside out. 
After Rouse it can be seen how these steps might 
flow in the opposite direction. Practices of human 
‘doings’, with their varied socialities and various 
situatedness, effect epistemic and moral norms. 
Participation (more or less competent) in those 
practices that effect epistemic and moral norms 
is what is experienced. The task of the researcher 
is to account participation, reflexively account the 
competence, and tease out the epistemic and the 
moral, in discerning, for example, those practices 
that inflict epistemic or moral harm, and how they 
do so.
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Based on the diagnosis that “interdisciplinarity has 
lost its critical momentum” and has been reduced 
“to a trendy, tame, and toothless notion” (p. 1), the 
aim of Schmidt’s Philosophy of Interdisciplinarity: 
Studies in Science, Society and Sustainability is not 
solely to clarify and classify the hyped terms or 
provide organization or management strategies. 
Instead, Schmidt intends “to strengthen critical 
voices amid the recent hype”, and to argue for 
“a critical-reflexive program of interdisciplinarity 
conducive to a sustainable future for our knowl-
edge society” (p. 2). Schmidt refers to the original 
spirit of interdisciplinarity as an environmental-
ist concept and supports visions of an essential 
change in human-nature relations, interested in a 
sustainable future of our late-modern knowledge 
society. This understanding of inter- and trans-
disciplinarity was originally advocated by Erich 
Jantsch at an OECD conference in the early 1970s, 
where Jantsch envisioned a ‘self-renewal of the 
academy’ (Jantsch, 1970; Jantsch, 1972). To simi-
larly substantiate a program for a ‘critical-reflexive 
interdisciplinarity’, Schmidt makes use of the rich 
tradition of philosophy for case study analysis and 
develops a framework to disentangle the various 
forms of inter- and transdisciplinarity, making his 
approach a unique contribution to the discourse, 
being philosophic and interdisciplinary itself. As 
such, Schmidt’s book can be inspiring for STS as 
well as for sustainability science, social ecology, 
environmental ethics, technology assessment, 
complex systems, philosophy of nature, and phi-

losophy of science – all fields with which the book 
is explicitly concerned. 

The book provides a thought-provoking differ-
entiation, explication, and critique. Schmidt 
exposes different understandings of the terms of 
interdisciplinarity and transdiciplinarity and lays 
the groundwork for a critique of their myriad uses. 
The plurality of motives behind these notions 
and criteria characterizing their semantic core 
are presented concerning the existence of disci-
plinary or academic boundaries and the trans-
gression or overcoming of those boundaries. 
Through a dialectic consideration of boundaries, 
with reference to well-established distinctions 
in the philosophy of science, Schmidt identi-
fies four types of interdisciplinarity that have not 
been clarified clearly by other authors – inter-
disciplinarity regarding objects (1), knowledge, 
theories or concepts (2), methods or practices 
(3), and problems (4). He illustrates all four types 
via research programs that are labeled interdis-
ciplinary, e.g. nano research and sustainability 
research, as well as many more. The complex rela-
tionship between interdisciplinarity and transdis-
ciplinarity is particularly emphasized. On this basis, 
Schmidt develops his critical-reflexive concept of 
problem-oriented interdisciplinarity that seeks to 
go beyond what is typically associated with trans-
disciplinarity. This unique and clear terminological 
clarification forms the very basis for the book. In 
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the following, I highlight and review four dimen-
sions of the book’s critical-reflexive perspective.

The first dimension of the book concerns a 
critique of the knowledge politics of interdisciplin-
arity. This dimension starts with the consideration 
that inter- and transdisciplinarity are not solely 
academic terms but also buzzwords in knowledge 
politics (p. 41). Schmidt uses his typology and 
provides a foundation for a critique of research 
programs that claim to be interdisciplinary. 
For instance, Schmidt analyses the US National 
Science Foundation’s program for converging 
technologies, which advocates object-centred 
interdisciplinarity – the weakest type of inter-
disciplinarity. He argues that such a reflection 
on interdisciplinarity constitutes the very basis 
for a normative review and potential revision of 
recent research programs. A second dimension 
of the book then encompasses a critical take on 
object-oriented interdisciplinarity from a histor-
ical angle and relates it to the discourse on tech-
noscience – a central notion for STS scholars (p. 
55). Many recent technosciences are based (only) 
on object-oriented interdisciplinarity, which can 
be found already in the very core of the modern 
program of sciences. Schmidt’s reflection upon 
the contemporary relevance of Bacon’s ideal from 
the 16th century serves as a basis for a critique of 
object-oriented interdisciplinarity and its instru-
mentalist account. He argues that the Baconian 
program for the modern age is one-sided and 
here problematic, and links the historical analysis 
to the present-day discussion surrounding the 
label of technoscience. Technoscience and object-
oriented interdisciplinarity prove to be twins that 
are not guided by societal problems, nor are they 
problem-centered. 

A third dimension of Schmidt’s book reflects 
upon the notion of ‘problem’. Since the seminal 
work of Gibbons et al. (1994), the practices of 
The New Production of Knowledge are regarded 
as ‘problem focused’ and ‘problem solving’. The 
discourse of inter- and transdisciplinarity is in 
particular a discourse on problems, which Schmidt 
explicitly focuses on. But what does a problem 
mean (p. 75)? According to Schmidt, a more crit-
ical-reflexive answer is possible and needed. He 
starts by elaborating what problem-oriented inter-
disciplinarity is not: object-, theory-, or method-

oriented. The essential difference concerns the 
reflection on and revision of problems and, related 
to this, the focus on ends, goals, and purposes of 
interdisciplinary knowledge production. What 
follows is an in-depth explication of the notion 
of a problem as it relates to three knowledge 
elements: systems, targets, and transformative 
knowledge. Schmidt shows that this matches 
perfectly with the classic characteristics of action 
theories and a means/ends rationality. He critiques 
the instrumentalist orientation but also shows 
that some present-day practices and concepts of 
problem-oriented interdisciplinarity inherently 
carry a critical-reflexive momentum. This critique 
serves as an entry for his further argumentation 
in favor of critical-reflexive problem-oriented 
interdisciplinarity. To substantiate his approach, 
Schmidt refers to the critical-materialist, pragma-
tist, and phenomenological tradition, in particular 
to Jürgen Habermas’ pragmatist discourse theory 
and the concept of communicative action.

Finally, a fourth dimension of the book is 
concerned with society-nature relations – and 
a critique of the dominant view of nature and 
humans (p. 102). Schmidt shows that (the 
discourse on) inter- and transdisciplinarity origi-
nally emerged in environmentalism. As part of 
this, Schmidt aims to push the problem-oriented 
type of interdisciplinarity beyond instrumentalist 
shortcomings. He argues that a novel under-
standing of nature is necessary to change the 
society–nature relations and human action in 
nature. Equipped with Hans Jonas’ non-reduc-
tionist and non-disciplinary view of nature, this 
dimension advocates a critical-reflexive account. 
Sustainability problems reveal a fundamental 
cultural crisis in the human–nature relationship, 
mirroring a crisis of the academy and the univer-
sity. Schmidt shows that a critical-reflexive type of 
problem-oriented interdisciplinarity can address 
this crisis. These theses share much with Latour’s 
(2004) view that also aims at overcoming various 
dichotomies and argues for a new mindset. 

Although the fourth dimension is based 
on a critique, namely the deficits of modern 
society-nature relations, Schmidt’s book shows a 
direction in which we can proceed: a novel way 
of viewing nature based on alternative concepts 
of science and scientific knowledge (p. 123), and 
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knowledge politics and technoscience assess-
ment (p. 157f.). Schmidt argues that the sciences 
not only play an ambivalent role in the advance-
ment of modern technology but are also inter-
twined with the environmental crisis: the way the 
sciences conceptualize nature is culturally consti-
tutive of the human-nature relationship. Schmidt 
thus seeks alternative concepts and presents a 
case study of scientific developments beyond 
the mainstream since the 1960s: the interdisci-
plinary field of self-organization theory, nonlinear 
dynamics, and complex systems theory. These 
approaches advance a critique of the established 
classic-modern sciences and question central 
presuppositions relevant to methodology. The 
new interdisciplinarity approaches offer ground-
breaking prospects, as for example instability 
is seen in a positive light. It is the source of 
complexity, pattern formation, and self-organiza-
tion, which leads to a synthetic, process-ontolog-
ical view of nature that resonates with the human 
experience of being a participant in nature. 

Another direction of the above-mentioned 
fourth dimension of the book concerns a critical-
reflexive approach in Technology Assessment 
(TA). TA is a perfect case for problem-oriented 
interdisciplinarity at the science–society 
interface. Schmidt discusses a specific approach 
in TA, namely Prospective Technology Assess-
ment (ProTA), which includes critical-reflexive 
elements in a prospective assessment of science 
and technology in very early phases of new and 

emerging knowledge fields. He argues that the 
critical-reflexive concept of interdisciplinarity 
incorporated in ProTA can be regarded as ‘meta-
instrumentalist’. In sum, ProTA contributes to the 
self-critique and self-reflexivity of the science/
technology system.

Concludingly, Schmidt develops in his well-
structured book a new, unique, and critical 
approach to interdisciplinarity that goes far 
beyond other recent contributions (cf. Klein, 
2021; Repko and Szostak, 2021). Schmidt argues 
that ‘’inter- and transdisciplinarity signify a thorn 
digging in the heart of the academy and the 
sciences”, and intends to ‘’facilitate a new critical-
reflexive practice in and of the academy” (p. 12). 
Therefore, the book can be seen as an extremely 
valuable read (not only) for STS scholars, as it 
follows a program of ‘engaged STS’ (Sismondo, 
2008: 13), including the goal of bringing the 
sciences into democracy (Sismondo, 2008: 25; 
Latour, 2004). Critical-reflexive interdiscipli-
narity for a sustainable future of our late-modern 
societies frames nature and politics not as two 
separate domains, as Latour (2004) often stresses. 
Additionally, the book gives substance to – and 
clarifies – two central notions of STS: interdiscipli-
narity and transdisciplinarity1. As such, it contrib-
utes to foundational issues of STS. What is missing 
is a final chapter that would bring the different 
aspects together again, but the introduction and 
chapter summaries serve this purpose sufficiently.
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