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Abstract
In the US, the public health system plays a key role in identifying unsafe food in the food supply. This 
identifi cation work (public health surveillance) entails piecing together and reworking materials and 
data from the health care and food sectors to identify the ultimate cause of the problem. As such, 
the public health system depends heavily on infrastructures built for other purposes to achieve its 
goals. Using the case of foodborne outbreak detection, this article enhances the ethnographic analysis 
of second-order systems by incorporating the concepts of ‘repurposing’ and ‘friction’ to analyze 
this dependent relationship, the challenges it entails, and the broader sociopolitical and ethical 
consequences of connecting heterogeneous infrastructures. I examine how actors within the second-
order system of public health conduct the practical work of repurposing materials and data from other 
sectors, and grapple with the inescapable presence of ‘second-order friction’ between their system and 
infrastructures built to achieve other goals. 
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Article

Introduction
Food supply chains are highly complex. They 
rely upon a large and diff use network of interde-
pendent infrastructures to get food from farm to 
fork, and align producer supply with consumer 
demand. If food becomes contaminated 
somewhere along the way, often the problem 
only gets discerned much after the fact, when an 
outbreak occurs. The visible signal that something 
has gone wrong is when end consumers get sick 

and seek medical care. However, the job of the 
health care system is to treat patients, and so it 
focuses its eff orts on fulfi lling that function. In the 
US, going as far as identifying the food that made 
the consumers sick is not part of its responsibility, 
and so the health care system only collects infor-
mation relevant to fulfi lling its clinical function. 
Figuring out what food caused the problem is the 
responsibility of the public health system, which 
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must piece together and rework materials and 
data from the health care and food systems to 
identify the ultimate source of the outbreak, and 
help ensure the safety of the food supply.

To be efficacious, outbreak surveillance 
depends on robust linkages between the 
disparate sectors of public health, health care, 
and food production. Scholars have theorized 
systems that depend heavily on infrastructures 
built for other purposes as ‘second-order systems’ 
(Braun & Joerges, 1994; Van der Vleuten, 2004). 
Second-order systems refer to “the process of 
networking parts of diff erent fi rst-order systems 
for specifi c, macro-level social domains” (Braun & 
Joerges, 1994: 27). Braun and Joerges developed 
the concept in their study of a European organ 
transplantation network. This cross-national 
network depended on the interlinking of a variety 
of existing infrastructures (‘fi rst-order systems’), 
such as road and air transportation, telephony, 
long-distance data transmission, and hospitals, to 
achieve the goal of getting organs from donors to 
recipients in an expedient fashion. The concept of 
a second-order system has been used to look at 
the macro-level structural/functional aspects of 
these kinds of systems and how they develop over 
time. Complex adaptive systems scholars have 
studied the interdependencies of infrastructures 
using modeling and simulation to understand 
system vulnerabilities and the implications of rare 
or extreme events (Rinaldi et al., 2001). What is 
not addressed in these research traditions are two 
important aspects to infrastructural interdepend-
ency: the daily practical work of actors who create 
and maintain dependent systems, and the socio-
political and ethical consequences of connecting 
heterogeneous infrastructures. 

This article enhances the ethnographic analysis 
of second-order systems, bringing both practical 
work and its broader consequences to the 
foreground by introducing additional analytic 
language for understanding multi-infrastructural 
dynamics. As Vertesi (2014) argues, we need more 
vocabulary for understanding how actors skill-
fully work to bring multiple infrastructures into 
alignment, and work around given constraints and 
limitations. Using the concepts of ‘repurposing’ 
and ‘friction,’ this article helps surface some of the 
‘invisible work’ (Star, 1999) involved in making 

infrastructures built for other purposes serve 
public health needs, and connect that invisible 
work to its larger sociopolitical and ethical conse-
quences. 

Second-order systems rely heavily on infrastruc-
tures built for other uses, and actors within those 
systems encounter multiple challenges in their 
work because of their system’s dependent rela-
tionship. I argue that the concepts of ‘repurposing’ 
and ‘friction’ help us more deeply understand 
this dependent relationship and the challenges it 
entails. ‘Repurposing’ is the adaptation of things 
that were created for one purpose to be used in 
a diff erent way. As actors within second-order 
systems conduct the practical work of repur-
posing materials and data from other systems, 
they grapple with the inescapable presence of 
‘second-order friction,’ or resistive force, between 
their system and infrastructures that were built to 
achieve other goals. 

Surfacing the invisible work of repurposing 
and its sociopolitical and ethical dimensions is 
especially important for understanding public 
health. Public health practitioners often lament 
that public health is invisible when it works, 
because people are not getting sick. This invis-
ibility contributes to the neglect of public health 
infrastructure, and ultimately, the health of 
populations. Using the concepts of repurposing 
and second-order friction, I tack back and forth 
between the practical work of maintaining 
second-order systems, and the sociopolitical and 
ethical consequences of that work, as a form of 
‘infrastructural inversion,’ to better appreciate the 
“depths of interdependence of technical networks 
and standards on the one hand and the real 
work of politics and knowledge production on 
the other” (Bowker & Star, 2000: 34). This article 
describes and explains how public health actors 
responsible for foodborne outbreak surveillance 
repurpose materials and data from the health care 
and food sectors to achieve system goals. 

I draw empirical material from a larger three-
year project that examined the evolution of 
foodborne outbreak surveillance systems from 
a historical and ethnographic perspective. That 
project used a ‘strategically-situated’ approach, 
sampling key sites within the larger distributed 
system where participants were themselves 
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managing questions of scale and distribution 
(Geiger & Ribes, 2011). My understanding of the 
system’s broad contours came from six months 
of organizational ethnography at the Centers for 
Disease Control and Prevention (CDC), and four 
months of regulatory work at the Food and Drug 
Administration (FDA). My look at the system from 
a more local perspective draws largely from a 
week-long site visit at a state public health depart-
ment and laboratory that involved observation 
of work practices and interviews with staff . It was 
there that I was able to get a closer look at how 
public health practitioners managed the daily 
work of repurposing materials and data, and the 
frictions they worked to overcome. To deepen 
the analysis, I also draw selectively from other 
data sources, including one-on-one interviews 
with state and federal public health and regula-
tory scientists, policy documents, fi eld notes from 
scientifi c meetings, and relevant scientifi c articles 
and media stories. For data analysis and theory 
construction, I used an abductive analysis process 
to seek a “situational fit” between my ethno-
graphic observations of outbreak-related work 
and STS theory (Timmermans & Tavory, 2012). 
Abductive analysis led me to the large technical 
systems and knowledge infrastructures literatures, 
which informed the development of the second-
order friction concept.

Because my approach is strategically-situated, 
it is limited by its partial view. It emphasizes the 
vantage point of the second-order system, which 
is built and operated by public health scientists. 
Observing the interactions between the system 
and existing infrastructures from other locales 
would refl ect diff erent facets of repurposing and 
friction, highlighting instead the concerns of the 
builders and operators of other infrastructures. 
Another limitation of the study is that I looked 
at only one state public health department and 
laboratory, when there is significant variation 
between states (e.g. funding, population size, 
degree of centralization). I do not capture diff er-
ences between states in this study. However, the 
examples of repurposing and friction I discuss 
refl ect more general challenges faced by many 
public health practitioners in this second-order 
system.

The remainder of the article proceeds as 
follows. In the next section, I develop a concep-
tual framework and situate it in the STS literature. 
After that I examine second-order friction from a 
broad, structural vantage point. Then I take a more 
local look at the practical work of repurposing 
and actors’ management of frictions in day-to-
day public health surveillance. Before concluding 
the article, I look at the friction associated with 
second-order adaptation to change in other infra-
structures.

Conceptual framework 
and literature review
The concept of a second-order system comes 
out of the large technical system fi eld inspired by 
Hughes (1983, 1987). Since Braun & Joerges’ (1994) 
pioneering study, Van der Vleuten (2003) has built 
upon the second-order system idea through an 
analysis of the Dutch food supply chain. Second-
order systems have three overarching properties. 
They are:

1. Parasitic. Second-order systems opportunis-
tically borrow from other systems and infra-
structures to achieve their goals, and tend 
to maintain less of their own substance. 
There are several advantages to a parasitic 
structure. It may be too costly, infeasible, or 
even impossible to create a contained system 
with dedicated infrastructure. The latter is true 
for both organ transplantation and disease 
outbreaks, in that they both involve unpredict-
able accidents at their source. Since donors or 
illnesses can come from anywhere at any time, 
second-order system builders must mobilize 
existing infrastructures to support their eff orts.

2. Reliant on databases. Though second-order 
systems may maintain less of their own 
substance, they still require dedicated infra-
structure. Databases often serve as key compo-
nents of second-order systems, because they 
are powerful tools for coordinating spatially 
distributed, multi-scalar, temporally-complex 
phenomena. They help provide foci for drawing 
natural, social, and digital orderings together 
(Hine, 2006). 
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3. Dependent. While there are many advantages to 
second-order systems’ parasitic structure, there 
can be signifi cant disadvantages. Because they 
draw substance from heterogeneous infra-
structures, they tend to be less “insulated” from 
malfunctions and changes in other systems 
(Braun & Joerges, 1994). Second-order system 
builders have multiple aspects of their system 
that are not under their control, resulting in an 
‘asymmetrical dependence’ (Van der Vleuten, 
2003; Mayntz, 1993). This is why questions of 
power are so relevant to understanding the 
relationships between second-order systems 
and existing infrastructures.

The second-order system concept is an analytic 
tool that helps analysts examine systems reliant on 
the interconnection of multiple infrastructures. In 
my view the concept is best applied to situations 
where readily identifi able second-order system 
builders actively work to mobilize multiple infra-
structures in service of achieving a clearly defi ned 
goal. Navigating any complex contemporary 
environment involves working in and between 
systems and with multiple infrastructures, and 
produces “fl eeting moments of alignment,” but 
not necessarily a stable whole (Vertesi, 2014). 
By contrast, second-order systems must regu-
larize alignment to achieve system goals. This 
is a challenge because absolute stability is not 
possible because of a parasitic structure with 
many disparate elements not under second-order 
system builders’ control. As such, second-order 
systems are best seen as unstable wholes, made 
stable enough by the practical work of actors 
committed to keeping disparate infrastructures 
aligned.

Given the key role that the practical work of 
actors plays in holding second-order systems 
together, it is important to develop conceptual 
ways of describing and analyzing this work. The 
concept of repurposing is a particularly good 
one to analyze the work of holding second-order 
systems together, because it calls attention to the 
original and new purpose and context of devel-
opment, as well as their interaction eff ects. The 
general idea of repurposing has a long history in 
STS, but only recently have scholars refi ned it into 
a more specifi c analytic concept.

That diff erent social groups can have diff erent 
uses and meanings for the same objects and 
artefacts is a well-established STS principle. 
The Social Construction of Technology (SCOT) 
approach (Pinch & Bijker, 1984; Kline & Pinch, 1996) 
emphasized that users were an important social 
group playing a role in technology construction, 
and highlighted the interpretive fl exibility around 
the different meanings different social groups 
ascribed to a technology. Star & Griesemer’s 
(1989) infl uential concept of the boundary object 
captured how actors in diff erent but intersecting 
social worlds could coordinate cooperative work 
without coming to consensus. Domestication 
theory (Lie & Sørensen, 1996; Silverstone & Hirsch, 
2003) called attention to the integration of tech-
nologies in everyday life, involving the reshaping 
of technologies and user meanings and identities 
in the process. Dourish (2003) called the process 
of adopting, adapting, and incorporating tech-
nologies into working practices ‘appropriation,’ 
seeking to discover features of technical design 
that could fruitfully support it. Data ‘reuse,’ or data 
that was collected for one purpose being used to 
study a new problem, is an analogous phenom-
enon (Zimmerman, 2008).

In contrast to earlier work that focused on indi-
vidual technological artifacts or a single system, 
scholars have more recently elaborated the 
concept of repurposing to better appreciate the 
dynamic relationships between heterogeneous 
infrastructures and multiple systems. Jarzab-
kowski & Pinch (2013) have called for a focus 
on repurposing as one of the key concepts to 
advance further empirical studies of sociomate-
riality. They argue that prior studies have tended 
to focus on aff ordances and new functions and 
intentions for objects. Instead, scholars should 
examine the situated activities actors accom-
plish in repurposing objects in context, and the 
social interactions between groups involved 
in purposing and repurposing things. Jackson 
(2014) has pointed to activities like repurposing 
as important phenomena to investigate under-
studied technological dimensions such as repair, 
maintenance, breakdown, and decay, instead 
of the more attention-getting novelty, growth, 
and progress. Repurposing off ers us new ways to 
think about innovation and inequalities involved 
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in social relationships around technologies. Ribes 
& Polk (2015) highlight the importance of repur-
posing to maintain long-term research endeavors 
and enable the investigation of new research 
objects. Importantly, they point out, repurposing 
requires eff ort to ensure that infrastructure can 
facilitate research on new objects of investigation 
without disruption.

When considering the dynamic relationships 
between diff erent infrastructures and diff erent 
social groups involved in aligning and repur-
posing materials and data, it is important to have 
ways of talking about how actors enact and expe-
rience those relationships. Tsing (2005: 4) theorizes 
friction as the “awkward, unequal, unstable, and 
creative qualities of interconnection across diff er-
ence.” It is the force resisting the motion of moving 
surfaces in contact, and requires signifi cant energy 
and eff ort to overcome. Tsing uses friction to tack 
back and forth between scales, interrogating 
the production of the global and local, universal 
and particular, and the constitutive relationships 
between them. Also, she fi nds that encounters 
across diff erence do not just entail challenges for 
those involved, but can also stimulate creative 
possibilities and the development of new cultural 
forms. 

Edwards (2010) and Edwards et al. (2011) have 
taken a typological perspective to theorizing 
friction in knowledge infrastructures, to explore 
the challenges associated with diff erent aspects of 
knowledge production. Actors in knowledge infra-
structures must commit time, energy, attention, 
and resources to overcome many resistive forces. 
What the concept of friction usefully does in this 
arena is to emphasize the materiality of informa-
tion, which is often framed as immaterial. ‘Data 
friction’ results when data must move between 
people, substrates, organizations, or machines, 
and in the work required to collect, check, store, 
move, receive, and access it. ‘Computational 
friction’ is associated with the work required to 
process data and turn it into information and 
knowledge. ‘Metadata friction’ arises with the 
work involved in managing and communicating 
information about data, important for making 
it shareable in multi-disciplinary, collaborative 
eff orts. ‘Science friction’ refers to the challenges 

encountered by different scientific disciplines 
when they work together on related problems. 

This article tracks the ‘second-order friction’ 
that results when actors in the second-order 
system repurpose materials and data from other 
systems and infrastructures. In that repurposing 
work, they encounter frictions of many forms. To 
understand foodborne disease outbreak surveil-
lance, it is useful to consider second-order friction 
at multiple scales, tacking back and forth between 
the broad structural aspects of connecting health 
care, public health, and food production systems, 
and the intricate work of repurposing materials 
and data at a more local level. It is also important 
to connect the practical work of repurposing to 
its broader social context. Indeed, managing daily 
second-order frictions can make the political and 
ethical consequences of foodborne outbreak 
surveillance seem distant to the actors doing it. 
Yet those political and ethical consequences are 
what provide the work with larger meaning and 
moral purpose—making the food supply safer. 
As one interviewee told me during my site visit, 
“It can get hard to ‘see the forest for the trees’ in 
day-to-day surveillance. We take a ‘fi re engine’ 
response to problems, but we can lose the bigger 
picture.”1 The interviewee used the forest-trees 
idiomatic expression to emphasize how diffi  cult 
public health workers found it to discern broader 
patterns when overwhelmed by the details of 
their daily work. In addition, the emergency-
response ‘fi re engine’ mode of work presented 
another challenge in feeling connected to the 
work’s broader political and ethical implications.

 

Second-order friction 
from the forest
The specific second-order system examined 
here is a foodborne outbreak surveillance 
system. However, I emphasize that it is layered 
in multiple ways. At the micro-layer, the system 
can be defi ned in terms of specifi c tools, such as 
the surveillance database. At the meso-layer, it is 
important to consider how foodborne outbreak 
surveillance is housed within the larger public 
health system, so that issues such as state-federal 
relationships come into play. At the macro-layer, a 
broad system goal for outbreak surveillance is to 
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network the fi rst-order systems of health care and 
food production, to identify the ultimate cause of 
food contamination. 

Foodborne outbreak surveillance is one of 
many types of public health surveillance, which 
Thacker & Berkelman (1988) defi ne as the ongoing 
systematic collection, analysis, and interpretation 
of health data, integrated with data dissemination 
and application to programs for prevention and 
control. This epidemiologic monitoring of patterns 
of disease at a population level is a function 
typically conducted by government entities, who 
are responsible for offi  cial disease reporting. In 
the US context, the idea of disease reporting 
dates back to the 18th century and concerns about 
potential epidemics of communicable diseases 
such as cholera, yellow fever, and smallpox. The 
national system in place today began to take 
shape in the last few decades of the 19th century, 
growing out of late 18th century developments, 
such as sanitary reform movements and the rise of 
municipal and state boards of health as governing 
bodies (Fairchild et al., 2007; Koo & Wetterhall, 
1996; Duff y, 1990).

Because government bodies are responsible for 
producing offi  cial statistics about the health of the 
nation, signifi cant resources and eff ort must be 
put into transforming data from disparate sources 
not originally intended for public health use, into 
trustworthy numbers that have public health 
meaning. Public health surveillance systems often 
repurpose data from a variety of sources, such as 
“clinical laboratory test results, patient encounter 
data, environmental monitoring, pharmaceutical 
sales data, insurance claims data, vaccination 
registries, vital statistics, morbidity and mortality 
data, and notifiable disease reports” (Mirhaji, 
2009). One of the primary sources of data for 
many public health surveillance systems is the 
health care sector. The parasitic relationship of 
the public health sector to the health care sector 
is formalized by disease reporting laws made 
by state legislatures, which require health care 
professionals to report diseases of public health 
concern to the government.

By their own rights, the American public health 
and health care systems are each large, complex, 
fragmented, and highly regulated, which makes 
the task of connecting the two all the more chal-

lenging. One of the most signifi cant sources of 
friction in the public health system is the balance 
of power in America’s federalist system. Some 
states have given local (county and city) govern-
ments little authority to govern public health, 
while other states (deemed “home rule”) give 
local authorities more control. While states are the 
primary entity responsible for health in the public 
sector, the federal government is responsible for 
coordinating the dissemination of knowledge 
and policy-making, priority-setting, and providing 
technical assistance and resources for strength-
ening state and local capacity (Institute of 
Medicine, 1988). An outgrowth of this complex 
distribution of power is a complex distribution of 
responsibility for collecting and managing data 
and materials.

The structure of the health care system causes 
friction for patients and caregivers. They must 
navigate a pluralistic delivery system comprised 
of large numbers of small providers in diff erent 
kinds of venues, such as primary care facilities, 
specialty clinics, and diagnostic centers, and in 
any one facility, a single patient may be cared 
for by a physician, nurse, pharmacists, medical 
assistant, or other caregiver (Bodenheimer, 
2008). In this context, a patient’s medical record 
is not a simple object that can easily travel. The 
medical record is a complex infrastructural entity 
comprised of numerous written and digital traces 
mediating the production of the patient’s body, 
the hospital as an organization, and wider connec-
tions to multiple bodies politic (Berg & Bowker, 
1997). Though many clinical environments make 
use of information systems to produce electronic 
medical records more effi  ciently, it is important to 
understand that the data are produced and used 
in the context of direct clinical care. Even repur-
posing data for in-unit clinical process improve-
ment presents a number of challenges (Morrison 
et al., 2013), let alone repurposing this data for 
public health use. 

To touch on the making of the medical record 
in the foodborne context, whether an illness is 
a foodborne one or not is unclear at the outset, 
when a person fi rst gets sick and seeks medical 
care. Both the clinic and the laboratory are 
involved in evaluating individuals that present 
symptoms of gastroenteritis. Clinicians perform 
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diff erential diagnosis by analyzing various aspects 
of the patient’s symptoms. For example, timing 
of the onset of symptoms suggest infection from 
diff erent pathogens (Donnenberg & Narayanan, 
2013). If a person gets sick within 6 hours of 
ingesting a problem food, Staphylococcus aureus is 
more likely to be the cause. If onset of symptoms 
is between 6 and 48 hours, some of the possible 
causes are Shigella, Salmonella, or Escherichia coli. 

Making sense of diff erent clinical symptoms 
can help direct the laboratory to perform the right 
kinds of tests that will identify the infectious agent 
from a patient’s biological sample (normally stool). 
The particular clinical diagnostic test that can be 
repurposed by the public health system is the 
stool culture, which involves taking a stool sample 
from a patient, and placing it in a special medium 
that encourages particular kinds of bacteria to 
grow, based on diff erent phenotypic character-
istics of diff erent organisms. After the bacterial 
cells are grown in a selective medium (“cultured”), 
laboratory technicians segregate the pathogen of 
interest; that is, they separate a pure variety of a 
single pathogen from other bacteria. This step 
is always necessary because in the human body 
and in the broader environment, microbes exist 
in multi-member communities. The segregated 
pathogen is commonly referred to as an “isolate.”  

Second-order friction is associated with getting 
and repurposing the isolate and clinical data 
from both the clinic and the laboratory to the 
public health system. Clinical data and laboratory 
materials and data are often reported through 
separate channels and at diff erent times. Public 
health practitioners must winnow down clinical 
data to repurpose it, for instrumental and legal 
reasons. From an instrumental perspective, only 
a small subset of data from the larger medical 
record is of interest for public health surveil-
lance (for example, a patient’s name, address, 
phone number, date of birth, gender, diagnosis, 
and symptom onset date). From a legal perspec-
tive, particular precaution must be taken in the 
handling of patient “protected health information” 
(PHI), governed by the Health Insurance Porta-
bility and Accountability Act (HIPAA), federal regu-
lation to protect the privacy and confi dentiality of 
individuals’ medical records. Since counties and 
states are primary entities responsible for health 

in the public health system, fuller patient records 
containing PHI tend to be housed at the state 
level, and only linked to the federal level through 
de-identifi ed codes. 

Clinical data must be winnowed down, but 
clinical laboratory data are not sufficient for 
informing outbreak detection, and must be 
deepened for public health use. For outbreak 
detection, it is not enough to know whether the 
bacteria is a Shigella or Staphylococcus aureus. The 
isolate must be sent to public health laboratories 
to generate more specifi c data about its type, so 
that public health offi  cials can determine whether 
an outbreak has occurred. Since the mid-1990s, 
state public health laboratories have been 
performing standardized molecular subtyping 
on foodborne isolates using a DNA fi ngerprinting 
method, pulsed-fi eld gel electrophoresis (PFGE). 
When bacteria share PFGE fingerprints, this 
suggests that they might be members of the same 
outbreak, and initiates an investigation. 

To manage the frictions of coordinating hetero-
geneous materials and data in foodborne disease 
outbreak surveillance, databases are key tools 
in the second-order system. On the laboratory 
side, from the early 2000s onward, state public 
health laboratories have been contributing PFGE 
data in PulseNet, a network and database for 
early-warning foodborne outbreak detection 
coordinated by the CDC (Swaminathan et al., 
2001; Tauxe, 2006). PulseNet relies on commer-
cial software for analysis of biological data, with 
customized scripts for data entry, queries, and 
submission of data to the national level (Gerner-
Smidt et al., 2006). To facilitate collaboration and 
data sharing around national outbreak investiga-
tions, the OutbreakNet epidemiologic network of 
federal, state, and local public health offi  cials uses 
off-the-shelf web-based platforms to support 
their investigative work (MacDonald, 2012). 

While repurposing a patient’s medical record 
and isolate entails connecting the health care 
system to the public health system, to help 
identify the contaminated food that is the source 
of an outbreak entails connecting the public 
health system to the food system. The food 
system is inordinately complex; Sobal et al. (1998) 
have conceptualized it as the “food and nutrition 
system” to account for its various subsystems 
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(producer, consumer, and nutrition) and multiple 
stages (production, processing, distribution, 
acquisition, preparation, consumption, digestion, 
transport, and metabolism.) In contrast to the rela-
tively more stable linkage between clinical labo-
ratories and public health laboratories required 
for isolate shipping, the connections between 
the public health system and the food system are 
made in the context of specifi c outbreak inves-
tigations on an ad-hoc basis. However, what is 
stable is a key mediating actor between the public 
health system and the food system—state food 
safety regulatory agencies. Across states, food 
safety regulatory authorities can alternatively 
reside in departments of agriculture, food protec-
tion, and/or environmental health (Council to 
Improve Foodborne Outbreak Response, 2009).

Foodborne outbreak investigations rely on a 
method of epidemiologic case interviewing to 
collect “food histories” from sickened individuals. 
Once the health care system reports patient data 
to the public health system, public health staff  
contact cases to ask them questions about the 
foods they consumed in their homes, in the homes 
of friends and family, in restaurants and other food 
establishments, within the relevant disease incu-
bation period, or time between exposure and 
illness (MacDonald, 2012). Who conducts food 
history interviewing varies signifi cantly by state. 
In some states, particularly those under home 
rule, food history interviews are conducted by 
county public health nurses, while in others they 
are conducted by epidemiologists in county or 
state departments of public health. These inter-
views help generate public health practitioners 
generate hypotheses about the potential foods 
that may have caused a case’s illness. 

To fi gure out which food caused the outbreak, 
more evidence from the food supply and distribu-
tion chain must be collected to legally implicate 
it so it can be removed from interstate commerce 
and stop making people sick. Regulatory offi  cials 
have jurisdiction over commercial data. They use a 
methodology called ‘traceback’ to fi gure out how 
food moved through the supply and distribution 
chain by collecting food records (National Envi-
ronmental Health Association, n.d.). They begin 
at the endpoint of consumption, the transaction 
between a point of service and the consumer, and 

obtain distribution records to identify shipments 
and suppliers back through the chain until a 
common source is found, an outcome they call 
convergence. Officials seek data from cases 
and points of service such as purchase date and 
location, brands and descriptions of food items, 
packaging and labeling information, and lot 
numbers. They also ask those points of service for 
lists of suppliers, delivery information, shipping 
documents such as invoices and bills of lading, 
and inventory records. Ultimately, offi  cials aim 
to fi nd the common source at the production or 
farm-level, to identify what caused the contami-
nation issue. Supply chains are designed to get 
food from producers to consumers, so in repur-
posing food records to trace a food’s journey 
from consumer to producer, regulatory offi  cials 
encounter signifi cant second-order friction.

  

Second-order friction from the trees
“Outbreaks have been pushing communication 
and community,” a technician observed. From 
this technician and many of the other public 
health scientists I interviewed, I repeatedly heard 
an emphasis of the importance of relationship-
building across distributed organizations. Colle-
giality was an important element smoothing the 
friction of coordinating work and sharing objects 
and data between heterogeneous and dispersed 
groups. Previously, the technician stated, before 
the frequent detection of outbreaks, “state labo-
ratory people didn’t meet their epis and ag [state 
department of agriculture].” Since its inception, a 
signifi cant amount of PFGE data has been accu-
mulated in the PulseNet database, resulting in 
the increasingly frequent detection of possible 
outbreaks; in this laboratory technician’s state 
alone, the state public health laboratory subtypes 
between 900–1,100 Salmonella isolates a year. 

At fi rst much of the coordination and communi-
cation were organized by phone calls and e-mails, 
but eventually the two groups decided that the 
epidemiologists should also have access to the 
PulseNet database, normally a tool managed by 
the laboratory. This repurposing of a national 
laboratory database as a local laboratory-epide-
miology communication tool helped to facilitate 
better coordination between the two teams. 
More specifi cally, it helped the epidemiologists 
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keep closer tabs on incoming information about 
isolates of interest.

However, giving the epidemiologists access to 
the PulseNet database did not entail a complete 
repurposing of the tool as a space for conducting 
epidemiologic data analysis. During the site visit, 
much of the daily work I observed foodborne 
epidemiologists conducting was in a database 
I call EDSS, for Electronic Disease Surveillance 
System. EDSS was a shared resource across the 
whole department of public health since it was a 
cross-disease database system for all reportable 
diseases. I found out that as a shared resource, 
it was a site of friction resulting from tensions 
between the surveillance needs for different 
diseases. A technical limitation of EDSS was 
that it was a standardized product created by a 
commercial vendor, and as such, the data fi elds 
it contained had to be common across disease 
domains. Customization was expensive, an epide-
miologist informed me; “every change is dollars.”2

Besides generic data fi elds, another challenge 
was that it was diffi  cult to extract data from EDSS. 
The epidemiologist continued, “The system was 
built for putting in data, but in our line of work, 
we want it out. How do we search it?” Even though 
EDSS was ostensibly built for putting in data, 
observing the friction associated with this process 
revealed the human work required to repurpose 
data from the health care system. Several times a 
week, an epidemiologist would update EDSS with 
foodborne case data. Updating EDSS involved an 
epidemiologist checking a shared team e-mail 
account for new notifications of laboratory 
reports that were sent from clinical laborato-
ries who had identifi ed reportable pathogens in 
patient stool samples. These laboratory reports 
came as a PDF attachment of a standardized form 
including limited demographic information about 
the patient and their laboratory diagnosis (e.g. 
specimen collected, type, results). The epidemi-
ologist created a new “incident ID number” for the 
patient in EDSS, and typed the patient’s clinical 
and laboratory diagnostic data into the matching 
fi elds. 

To make up for the fact that customization 
could not be built into EDSS and address addi-
tional foodborne-specifi c needs for extracting and 
analyzing data, the foodborne epidemiology team 

created a local database housed in a folder on a 
shared drive. The aim of the local database was to 
tie the clinical laboratory data together with the 
data that would be coming in later from the state 
public health laboratory. Though clinical laborato-
ries sent laboratory report forms to the foodborne 
epidemiology team in the state department of 
public health once their diagnostic results were 
in, the clinical laboratories also shipped the isolate 
to the state public health laboratory to perform 
PFGE.

 As I spoke with the epidemiologic team about 
extracting and analyzing data from EDSS, I learned 
that their local database helped serve as an 
accountability mechanism, to monitor the status 
of isolates and keep track of important informa-
tion generated at different times by different 
players. Outbreaks are time-pressured health 
emergencies, where delays result in more people 
getting sick. Many delays reflect the friction 
between the second-order public health system 
and the fi rst-order health care system. The local 
database, an epidemiologist pointed out, helped 
the team make sure that “we are getting all the 
information we need.”3 

The daily work of extracting and analyzing 
EDSS data began with the epidemiologist opening 
the local database, and creating new entries for 
the case data. A particularly important data fi eld 
for this step was labeled “resolution status.” Under 
resolution status, the epidemiologist chose to 
identify the cases as “suspect.” The term suspect 
meant that the clinical laboratory had submitted 
a report with clinical diagnostic information to the 
department of public health, and likely (but not 
defi nitively) shipped the isolate to the state public 
health laboratory, but the state public health 
laboratory had not yet conducted its confi rma-
tory testing on the isolate. When the state public 
health laboratory finished its testing, it would 
e-mail a laboratory report to the public health 
department with the test results. From this labo-
ratory report, the epidemiologist would enter the 
testing results, as well as the isolate’s laboratory 
ID number, marrying the epidemiologic case data 
with the laboratory isolate data. By marking the 
resolution status as suspect, it would be possible 
to monitor whether the other distributed entities 
in the chain of work had completed their tasks.
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That EDSS had not been customized to support 
disease-specifi c needs was a signifi cant source of 
friction for its users in their work to extract and 
analyze data, and many of the epidemiologists 
I spoke with would have liked to be part of the 
design decision-making. In a tight and precar-
ious fi scal environment, building customization 
into design of the database was not prioritized. 
However, while EDSS certainly could have been 
designed diff erently to better support disease-
specifi c needs, another aspect to this story is that 
multiple databases are often used to support 
diff erent kinds of work, perspectives, and priorities 
(Bietz & Lee, 2009). The local database refl ected 
the importance of getting information about 
isolates generated by others at diff erent times, 
and linking the isolate data back to the clinical 
case data to enable outbreak surveillance.

Adapting to fi rst-order change
While the local database attests to the crucial role 
that isolates play in foodborne outbreak surveil-
lance, and helps play a role in creating account-
ability for isolates, it is not a tool that can compel 
data from heterogeneous infrastructures to come 
together. Reflecting on the power dynamics 
involved in second-order/first-order infrastruc-
tural relations, in a Working Group report, the 
Association of Public Health Laboratories (2014) 
emphasized that only some aspects of isolate 
“turnaround time” were within the control of 
public health laboratories:

 “When assessing laboratory testing turn-around-
times for foodborne illness specimens, the steps 
from specimen collection to fi nal results can be 
generally divided into those ‘within our control’ 
and those ‘beyond our control’. The steps up 
through clinical laboratory analysis and submission 
to the PHL are often times beyond PHL control; 
however, there are ways in which public health 
can encourage and infl uence rapid and thorough 
submission of clinical isolates.”

An outgrowth of America’s patchworked feder-
alist system is that states vary signifi cantly in their 
legal mandates for disease reporting. While many 
states require reporting of case data, where clini-
cians and clinical laboratories are obligated to 

report diagnoses of notifi able diseases and limited 
patient data to local or state public health authori-
ties, fewer states mandate clinical laboratories 
to conduct isolate reporting and ship isolates to 
public health laboratories. 

In fact, the state I visited did not mandate 
isolate submission. Mandating the shipment of 
isolates would have made their consignment a 
part of clinical laboratory infrastructure. However, 
since clinical laboratories did not “own” this 
responsibility, second-order system builders at 
the federal level used the strategy of providing 
grant funding to incentivize clinical laborato-
ries to submit isolates to the state public health 
laboratory. The grant money provided shipping 
containers to clinical laboratories, and paid for a 
specialized courier service to transport isolates 
from clinical laboratories to the state public 
health laboratory. What the grant money did not 
cover was the time and labor of the technicians in 
clinical laboratories to pack isolates in the subsi-
dized shipping containers, and mail them to the 
public health laboratory. The constraints of this 
“soft money” program refl ect the more general 
problem of fragmented and precarious funding 
for public health infrastructure (Baker et al., 2005). 

When I toured the state public health labo-
ratory, I saw evidence of major second-order 
friction threatening the interoperability of the 
health care and public health systems in outbreak 
surveillance. Near the laboratory entrance, several 
mundane items on a cart caught my eye. I was not 
surprised to see isolates fi xed in agar slants and 
petri dishes, but I was surprised to see that the 
cart held orange-capped jars of stool specimens. 
I asked the laboratory technician why the stool 
specimens were there, because I had assumed 
that the clinical laboratories were always respon-
sible for isolating bacteria from stool specimens. 
He clarifi ed that this was not a frequent practice, 
but that the clinical laboratory who sent the 
samples had performed diagnostic testing on 
them using a “rapid” test, and had not isolated 
the pathogen from the stool. So the state public 
health laboratory asked the clinical laboratory 
to forward the stool samples on, so that it could 
isolate the bacteria for public health surveillance.4

The repurposing of isolates from the health 
care system has been a key element of the second-
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order system of foodborne outbreak surveillance, 
especially in the post-1990s era of molecular 
detection. However, the science and technology 
of microbial identification has not remained 
static, with increased development and uptake 
of culture-independent diagnostic testing (CIDT) 
in clinical laboratories. CIDT means that diag-
nostic results can be produced without needing 
to isolate organisms from samples, which would 
sever the key connection between the health 
care and public health systems that enables 
public health surveillance. CIDT methods off er 
several advantages over culture-based methods 
to clinical laboratories, such as more rapid test 
results, cheaper per specimen costs, shorter turn-
around times, and lower complexity (Atkinson 
et al., 2013). Quicker and cheaper diagnoses can 
mean improved, more cost-effi  cient clinical care 
for patients.

However, some public health scientists have 
wondered whether these changes have heralded 
the opening of “Pandora’s box,” reducing the ability 
for both health care and public health surveillance 
systems to diagnose and identify diseases at the 
individual and population-levels (Janda & Abbott, 
2014). As a second-order system, public health 
surveillance is particularly vulnerable to changes 
in the health care system. If CIDT methods are 
adopted before public health surveillance systems 
can adapt to the displacement of isolates, it will 
harm public health surveillance capacities like 
national foodborne outbreak detection, as well 
as the tracking of specific trends in infections 
(Cronquist et al., 2012). Cronquist et al. (2012) see 
the isolate dilemma as a diff erence in the values 
of the clinical and public health systems, in how 
the systems diff erently defi ne what constitutes a 
“good” diagnostic test. There are shared values 
between sectors (accuracy, rapidity, cost), but 
also many diff erences in values and how those 
values are prioritized. Clinicians are oriented to 
treating individual patients, emphasize speed 
over accuracy, and typically need less detailed 
information about isolates. Public health practi-
tioners are focused on the health of populations, 
may emphasize accuracy over speed, and typically 
need more detailed information about isolates.

One interviewee off ered his refl ections on this 
problem, identifying both economic and moral 
aspects to the friction around CIDT:

Interviewee: The outside force, the commercial 
sector, wants to sell the latest and greatest test to 
laboratories that don’t require a live organism… 
They are not interested in surveillance, they are 
interested in making money. It is a factor diffi  cult 
to control.

Interviewer: But is this [CIDT] meeting the needs of 
hospitals and consumers? 

Interviewee: It’s hard to divorce what the hospital 
wants versus what the company wants. New 
generation products justify themselves by saving 
time. They are making inroads into laboratories, 
everybody wants the latest and best methods. 
Companies give laboratories machines for free, and 
then charge for the tests. They know laboratories 
can’t aff ord the machines, but if the laboratories 
buy the assay for the next umpteen years… If the 
commercial sector was altruistic they wouldn’t 
introduce these tests. There’s no status quo, 
nothing’s “good enough.”5

Attesting to the second-order character of public 
health surveillance, the scientist framed the 
commercial sector as an “outside force” that the 
public health sector had diffi  culty controlling. He 
argued that the commercial sector was using a 
razor-and-blade type business model by giving 
away a platform and making money on buyers’ 
subsequent dependency on the assays. The 
broader literature on the CIDT problem empha-
sizes the importance of stakeholder collaboration 
around fi nding solutions. But in the context of an 
interview, one scientist took a more pointed view, 
even raising questions about morality, “altruism,” 
and when a test should be seen as “good enough.” 

As the operators of public health surveillance 
systems work to understand and ultimately solve 
the isolate dilemma, and try to maintain connec-
tions between the health care system and the 
public health system, they engage in creating 
expectations about the future. Expectations 
about the future are generative and dynamic, 
guiding present activities, defi ning roles, clarifying 
duties, fostering investments, and shaping strate-
gies for leveraging opportunities and facing risks 
(Borup et al., 2006). In April 2012, several public 
health groups convened an expert consultation 
on CIDT, and “brainstormed potential solutions to 
address the anticipated impacts” of CIDT on public 
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health surveillance (Association of Public Health 
Laboratories, 2012). During the consultation, one 
offi  cial stated that state public health laboratories 
were beginning to become the “primary entities” 
culturing specimens, rather than clinical laborato-
ries.  

The technician I spoke with in the state public 
health laboratory informed me that, on a small-
scale, conducting isolation of bacteria from 
specimens in the public health laboratory was not 
an insurmountable problem. With their traditional 
microbiology training, staff  in the public health 
laboratory had the technical know-how to perform 
isolations. However, to accomplish this shift at a 
large-scale, he surmised, more trained staff  and 
funding would be required in public health labo-
ratories. Increasing the amount of staff  trained in 
traditional microbiology as well as building up 
laboratory infrastructure for traditional culturing 
did not necessarily make long-term sense, he 
pointed out. A major paradigm shift faced the 
public health system, which would involve the 
displacement of traditional microbiology and shift 
to computationally-intensive genomic and bioin-
formatic infrastructure. 

The adoption of CIDT in the health care 
system is a change that threatens the connection 
between the health care and public health systems 
so crucial for outbreak surveillance. However, 
changes in other systems do not always result in 
risks to interoperability. Second-order systems 
can be adaptable, and changes in other infra-
structures can result in improvements to second-
order systems. This can be seen in the dynamics 
around a food system innovation. In the 1990s, 
supermarkets created computerized card-based 
programs to off er promotions to shoppers, as well 
as to collect and store individual purchase trans-
action data in computerized databases, a practice 
growing out of decades of marketing techniques 
employed to encourage shopper loyalty and 
increase consumer spending (Bellizzi & Bristol, 
2004). As transaction data has accumulated, these 
databases have become “sophisticated competi-
tive weapons” for electronic marketing, expanding 
beyond their initial function as a consumer 
discount delivery mechanism (Hammel, 1996).

Public health surveillance has been increas-
ingly repurposing shopper card data to assist in 

outbreak investigations, and this method helps to 
address some of the limitations of traditional food 
history interviews. Understandably, consumers 
have difficulty recounting in detail every food 
item that they ate, especially if much time has 
elapsed, or if they are still feeling sick, or experi-
ence anxiety while being interviewed by a public 
health offi  cial (Mann, 1981). Seeing this phenom-
enon through the lens of repurposing adds further 
analytic insight. In everyday life, food is what 
people consume for the purposes of nourish-
ment and enjoyment. The food history interview 
is a method for repurposing the food consump-
tion practices of people as data for public health 
surveillance, and the (understandable) fallibility 
of human memory refl ects the friction involved in 
this repurposing.

Several factors have enabled the second-order 
system to not just adapt to this change in the food 
system, but to help improve outbreak detection 
because of it. First, regulatory officials across 
federal and state levels are playing a more active 
role during outbreak investigations. Second, a data 
access process has been negotiated to manage 
friction associated with a complex set of laws. 
Laws governing the disclosure of shopper card 
data vary signifi cantly across states, but in order to 
get shopper card data from commercial entities, 
public health officials usually must request 
shopper card numbers from individual cases and 
ask them to sign a consent form. Companies are 
not necessarily required to share information, but 
often times do so on a cooperative basis. Third, 
the second-order system has significant data 
analysis capability because of the central role that 
epidemiologic expertise plays in it. The frictions 
associated with incorporating shopper card data 
have more to do with the morality and materiality 
of repurposing than making sense of the data.

The second-order repurposing of supermarket 
card data for public health surveillance raises an 
interesting kind of moral friction illuminated by 
Nissenbaum’s (2009) work on the politics of privacy 
surrounding different surveillance systems. 
Shopper cards are one of many examples of “data-
veillance” in modern society, where people’s day-
to-day activities, interactions, and transactions 
can be tracked through information (Clarke, 1988). 
An important aspect to dataveillance is that infor-
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mation may be used for purposes unintended in 
the original design of tracking systems. In health 
care, Nissenbaum (2009: 6) notes, surveillance 
devices are lauded “hallmarks of high-quality 
care”, while other surveillance activities, such as 
shopper loyalty card programs, are often criticized 
for infringing consumer privacy as retailers mine 
data for marketing insights. Public discourse on 
the repurposing of shopper card data for public 
health use refl ects the moral friction surrounding 
dataveillance. In a media article (Vitals, 2013), one 
state public health official emphasized public 
health’s careful safeguarding of information and 
limited use of data for illness prevention purposes, 
as well as performing professional boundary work 
(Abbott, 1988; Gieryn, 1983) between diff erent 
government entities. The article quoted, “We are 
the government, but we aren’t that part of the 
government… we’re the good guys.” 

A great deal of material friction lies in the 
repurposing of materials and data from the food 
system, where public health workers must engage 
with the materiality of food records, and of food 
itself. Offi  cials must process shopper card data in 
whatever form is given to them by companies, a 
form shaped by the companies’ internal systems 
and the way that those systems export data. And 
though the repurposing of shopper card data has 
helped address some of the limitations of food 
history data, both only contribute to identifying 
possible food exposures. Only by tracing foods’ 
journeys from the point of consumption back 
through distribution and production can investi-
gators determine what food caused the problem 
and where it came from. My interviews with regu-
latory offi  cials provided a picture of the frictions 
they encountered while repurposing food record 
data during traceback investigations. One state 
regulatory offi  cial shared how her department 
had to create an entire “war room” dedicated to 
a major traceback investigation.6 Hand-drawn 
traceback diagrams on butcher paper covered the 
walls, and binders of paper records from suppliers 
FedExed to the agency fi lled the tables. The offi  cial 
used these examples to underscore how manual, 
time-consuming, and stressful the traceback 
process was for the staff  charged with processing 
such heterogeneous data in the time-pressured 
context of an outbreak investigation.

Traceback involved a high amount of friction 
not only because each commercial entity created 
its own records for its own purposes in varying 
formats (paper and electronic), but that food itself 
did not remain a stable object in the process of 
traveling through the supply chain. Another regu-
latory offi  cial illustrated this issue by describing 
the traceback of a tomato moving through the 
supply chain. The whole tomato, she said, ripened 
from green to red in transit, and as it ripened, 
each color would transform how the tomato was 
categorized at different points in the chain of 
distribution, for example, entering in one place 
as a “vine-ripe,” exiting as a “greenhouse,” and 
recorded at retail as a “red round bulk.”7 Another 
offi  cial pointed out that not only did categories 
for tomatoes change, but the quantities and forms 
in which tomatoes were packaged also shifted 
throughout the supply chain.8 He described how, 
once tomatoes go from fi elds to packinghouses, 
middlemen take them out of the boxes they were 
shipped in because tomatoes ripen at diff erent 
rates. Tomatoes from multiple fi elds and farms 
are shipped to the same packinghouse. The pack-
inghouse regrades and resorts the tomatoes, and 
may reuse the original shipping boxes, but place 
tomatoes that came from different fields and 
farms into those original boxes. Such practices of 
sorting tomatoes, he argued, were not refl ected 
in the paper records. Significant second-order 
friction arose in managing the diff erences in the 
material production and distribution of food, 
record-keeping practices for tracking those 
processes, and repurposing those food records for 
public health use. 

Conclusions
Second-order friction inevitably arises in systems 
that depend heavily on other infrastructures to 
achieve system goals. Adding the analytic vocab-
ulary of repurposing and friction to the study of 
second-order systems helps to foreground the 
important role that the practical, skillful, and often 
times invisible work of actors within them plays 
in maintaining the connections between hetero-
geneous infrastructures. The concepts of repur-
posing and friction also help analysts connect this 
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daily maintenance work to its larger sociopolitical 
and ethical consequences.

From a broader structural perspective, 
connecting the health care, public health, and 
food sectors is a diffi  cult endeavor because each 
of these systems in their own rights is large, 
complex and distributed, with an array of diff erent 
institutional actors. Two key objects that are repur-
posed from the health care system are the medical 
record and the isolate, so that relevant clinical and 
laboratory data can be woven together to inform 
outbreak detection. Second-order system actors 
encounter much friction in this repurposing work, 
whether they are winnowing clinical data, safe-
guarding protected health information through a 
layered relationship between the state and federal 
levels, or getting isolates to and through the 
public health system. 

To manage that daily friction, multiple 
databases served as key tools. Faced with the 
constraints of a non-customized, cross-disease 
surveillance system built for the primary purpose 
of data input, actors in the state public health 
department created local databases as worka-
rounds. In addition to databases, collegiality 
mattered immensely for smoothing second-
order friction. As an object of joint responsibility, 
outbreaks served as a driver of relationship-
building across distributed organizations. 

Changes in other infrastructures typically pose 
threats to second-order systems. The displace-
ment of culture-based methods in the health 
care system in favor of culture-independent 
rapid tests fits that general pattern. However, 
that public health surveillance could incorporate 
the change in the food system to create shopper 
card databases demonstrates that second-order 
systems can be adaptable. Additionally, building 
relationships between second-order systems and 
other infrastructures involves not just technical 
considerations, but political and moral ones. The 
problem of culture-independent testing demon-
strates how much power the health care system 
has in defi ning what constitutes health, through 
its control over how materials from patients are 
transformed into data, for what purposes, and in 
which forms. The example of mobilizing shopper 
cards for public health surveillance highlights the 
moral frictions that can surround the repurposing 

of materials and data, as the traces of everyday life 
are turned into information that spurs action in 
the world.

The analysis of second-order friction in the 
repurposing of materials and data should be 
pursued in additional case studies. More work 
is needed to understand how second-order 
systems can adapt to changes in other infrastruc-
tures, as well as situations in which second-order 
systems hold power over other infrastructures. In 
particular, global health is a prime arena to inves-
tigate these dynamics. Some global health surveil-
lance programs have disrupted fragile health care 
systems in resource-poor countries, marginalizing 
the building of local health care infrastructure 
in favor of attracting investment in top-down 
surveillance systems and categorical disease 
initiatives (Calain, 2007). The 2013–2014 Ebola 
epidemic in West Africa is urging some in the 
global health fi eld to shift focus from addressing 
specifi c diseases to strengthening weak health 
care infrastructure (Barbiero, 2014). 

Indeed, one of the biggest ongoing controver-
sies in global public health surveillance involves 
friction over the repurposing of biological 
materials in disease reporting. In 2006, the Indo-
nesian government stopped contributing H5N1 
virus samples to the global infl uenza surveillance 
network run by the World Health Organization 
(WHO). Indonesia protested the WHO sharing 
virus samples with Western pharmaceutical 
companies, who used the samples to create new 
H5N1 vaccines, arguing that the prices for the 
vaccines charged by pharmaceutical companies 
were unaffordable. Though benefit-sharing 
policies have been put in place to make vaccine 
manufacture and distribution more equitable, 
innovations in the synthesis of viruses from 
genetic sequencing data may obviate the need to 
directly repurpose virus samples, a dynamic akin 
to the culture-independent problem discussed 
above. These benefit-sharing policies do not 
apply to genetic sequencing data since they do 
not defi ne genetic sequencing data as “biological 
material” (Gostin et al., 2014). Confl icts can arise 
not just around how data are generated and 
moved, but because of diff erences in how “data” 
are defined and valued (Levin, 2014). Further 
analyses of second-order friction will help illumi-
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nate the serious moral and political implications 
of purposing and repurposing “materials,” “data,” 
and building interconnections between disparate 
systems and infrastructures.

Notes
1  Interview conducted 6/4/2013.

2  Interview conducted 6/3/2013.

3  Interview conducted 6/3/2013.

4  Field notes, 6/5/2013.

5  Interview conducted 8/16/12.

6  Interview conducted 11/19/13.

7  Interview conducted 8/2/2013.

8  Interview conducted 12/16/13.
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