
23

Science Studies 2/2011

Science Studies, Vol. 24 (2011) No. 2, 23-42

In Silico Experiments in Scientific Papers on 
Molecular Biology
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This article explores the role of the so-called in silico experiments used in 
molecular biology. It is based on the analysis of some papers that present 
scientific applications which rely on in silico experiments. By means of this 
study I found two basic ways of viewing them. According to the first view, 
the in silico experiment is a computer program that realizes some specific 
operations: it constitutes some particular experimental conditions, which 
allow us to investigate biological phenomena, and which complement those 
present in in vivo and in vitro experiments. According to the second view, in silico 
experimentation has a different meaning, which corresponds more closely to 
the meaning of “simulation”: its identity is linked to that of the “model” used to 
construct such simulation. The authors of the analysed papers never express 
an intention to standardize a model, so its meaning remains contingent, and 
cannot be turned into a technical object.0
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Introduction

In the last fifty years, the use of computer 
simulation in the field of scientific research 
has become more frequent. Simulation 
has been used for making predictions, 
for training purposes, for developing and 
verifying scientific theories − in particular, 
theories of non-linear, dynamic systems 
− by means of the creation of a new 
interdisciplinary scientific discipline for 
studying complex systems. The results 
of simulations appear more recurrent in 
scientific discussions, political decision-
making processes and the mass media, 
which is why there is now a requirement 
for better understanding of their role in 

scientific practice. Simulation gives rise to 
many epistemological discussions, both at 
a general level (cf. Hughes, 1999; Sismondo, 
1999; Dahan Dalmedico, 2000; Knuuttila 
et al., 2006) and in the various scientific 
disciplines (cf. Rohrlich, 1991; Galison, 
1997; Merz, 1999; Keller, 2000; Sunberg, 
2008; Wieber, 2009).

My work will focus on the role of in silico 
experimentation in the field of molecular 
biology. The term in silico was coined at the 
end of the 1980s, to refer to “virtual” exper-
iments existing only “inside” computers. 
It complements the terms in vivo and in 
vitro, characterizing experiments that are 
accomplished, respectively, within a living 
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organism and outside the organism, in a 
controlled environment.

In the last two decades, the use of in sil-
ico experimentation has grown consider-
ably in the field of biology. This growth has 
been further accelerated by the Human 
Genome Project, which has inspired the 
strategy of recording all structural and 
functional information regarding numer-
ous biological phenomena, thus creating 
an integrated set of bioinformatics data-
bases, many of which are made available to 
everybody via the World Wide Web. Molec-
ular biologists now have at their disposal a 
huge mass of electronically stored data to 
which a biological meaning must be given. 
Thus bioinformatics has developed as a 
discipline, with the aim to furnish some 
important computational tools with which 
to analyse the genome, and to formulate 
new hypotheses about the evolutionary 
and functional relationships of biological 
elements (Valle et al., 2007).

The earliest databases containing 
sequences of nucleic acids date back to the 
1980s. These were soon followed by data-
bases of protein sequences. There is now a 
huge proliferation of databases gathering 
the results of many types of research being 
carried out both in the laboratory (in vivo 
and in vitro analysis) and through the use 
of computational tools (in silico analysis). 
The online review Nucleic Acids Research, 
which each year publishes a list of all data-
bases containing molecular biology infor-
mation, lists 179 of them in January 2009, 
as compared to 84 in January 2008 (Galp-
erin & Cochrane, 2009).

My work is intended to help in under-
standing how the in silico experiment is 
regarded in the scientific literature of the 
field of molecular biology. It is based on the 
analysis of some papers that propose a sci-
entific application which relies on in silico 
experimentation. I will try to understand 
the role of the virtual experiment by means 

of a systematic study of the textual organi-
zation; the positions that in silico experi-
ments take up in the papers and the rela-
tionship they have with the other elements 
that form the text. The starting point of this 
analysis is Rheinberger’s distinction (1997) 
between “epistemic things” and “techni-
cal objects”, two different but insepara-
ble components of experimental systems. 
For Rheinberger, experimental systems 
are the “smallest integral working units of 
research” (Rheinberger, 1997: 28). They are 
“irrevocably local and situated in space 
and time”, and they allow us to “material-
ize” scientific events. They include “scien-
tific objects and the technical conditions 
of their coming into existence”, which 
Rheinberger calls, respectively, “epistemic 
things” and “technical objects” (Rhein-
berger, 1997: 28).

Epistemic things are those entities upon 
which the researchers’ questions are con-
centrated. They function essentially as 
“question-generating machines” (Rhein-
berger, 1997: 32). Epistemic things appear 
with an irreducible vagueness, which is 
inevitable because they incorporate what 
we do not know. They are those hidden 
things that we must bring to light by means 
of some sophisticated manipulations. 
Technical objects are those objects that 
form experimental conditions: they func-
tion, in essence, as “answering machines” 
(Rheinberger, 1997: 32), and belong to the 
technical repertoire of an experimental 
setting.

In a particular experimental system, 
both types of things are linked by an inter-
action and inter-conversion that develop in 
both time and space. “The technical con-
ditions determine the realm of the possi-
ble representations of an epistemic thing; 
and sufficiently stabilized epistemic things 
turn into the technical repertoire of the 
experimental arrangement” (Rheinberger, 
1997: 29). Therefore, the difference between 
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an epistemic thing and a technical object 
is functional, not structural. It is not pos-
sible to define once and for all a distinc-
tion between these two components of a 
system. The function of an object depends 
on the position or “node”  (Rheinberger, 
1997: 30) that it takes up in an experimen-
tal setting. In scientific practice this dis-
tinction of roles is evidently organized, so 
the text of scientific papers is often divided 
into “materials and methods” (technical 
things), “results” (halfway-hybrids) and 
“discussions” (epistemic things) (Rhein-
berger, 1997: 30).

Knorr Cetina (1997) maintains that 
Rheinberger’s equation of instruments 
with technological objects is not fair. 
Indeed, advanced technologies, such as 
computers and computer programs, “are 
simultaneously things-to-be-used and 
things-in-a-process-of-transformation” 
(Knorr Cetina, 1997: 10), thus placing them 
in the class of epistemic things. Knuuttila 
and Voutilainen argue, in turn, that “mod-
els can be treated as epistemic artifacts 
from the scientific practice point of view. 
As epistemic artifacts, scientific models 
are open to different interpretations and 
uses, functioning as both tools and objects 
of inquiry” (Knuuttila & Voutilainen, 2003: 
1485).

Merz (1999) and Sundberg (2008) use the 
concepts of “epistemic things” and “tech-
nological objects” to analyse the role of 
computer simulations in particle physics 
and meteorology respectively. Merz (1999) 
focuses on “event generators” used by 
physicists: types of software that simulate 
mechanisms of particle production. She 
maintains that event generators accom-
plish different tasks depending on differ-
ent work settings and different actors. Each 
local setting requires, of these objects, a 
specific function, meaning or viewpoint, 
to enable them to occupy different places. 
But, unlike Rheinberger, Merz insists 

that the oscillation among these different 
places does not follow a temporal dynamic. 
Event generators are not things that are 
initially epistemic things, which then turn 
into technical objects after their use is con-
solidated. They can be, at one and the same 
time, “the question generating machines” 
(Rheinberger, 1997: 32) in a particular set-
ting, and “the technical repertoire of the 
experimental arrangement” in another 
(Rheinberger, 1997: 29). Like Knorr Cetina, 
Merz maintains that event generators are 
characterized by the “unfolding ontol-
ogy of knowledge objects. [Because they] 
are always in a process of being materi-
ally defined, they continually acquire 
new properties and change the ones they 
have” (Knorr Cetina, 2001: 180). Event gen-
erators can be perceived by the physicists 
using them as objects with a multiplicity of 
aspects.

Sundberg (2008) analyses the use of 
simulation models in meteorology. She 
maintains that the role of simulation is 
related to the relationship between the 
object and the people engaging with it. 
She distinguishes two types of relation-
ship: the development and the use of a 
simulation model. In the first case, such a 
model takes the role of an epistemic thing, 
because it is in a process of transformation, 
and is consistently changed and improved. 
In the phase of utilization, the simulation 
can take the role of either a technological 
object or an epistemic thing.

Keller (2000) discusses the role of 
models in molecular biology, consider-
ing the dichotomy between theoretical 
and experimental science. She focuses, in 
particular, on a computational model for 
gene regulation, derived from the experi-
mental work of Eric Davidson and his col-
leagues at Caltech (Yuh et al., 1998). The 
model is based on the metaphor of the 
“genetic computer”. Such a metaphor has 
a conceptual role, not only in the sense of 
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directing the attention and perception of 
the researchers, but also in the sense of 
guiding the material manipulation in the 
different types of laboratories (biological, 
computational and industrial), and for var-
ious types of aims (theory development, 
laboratory tools and commercial prod-
ucts). Keller concludes that the theoreti-
cal propositions in the applied sciences, 
such as molecular biology, concern mainly 
means and ends rather than the “truth”. 
Such means and ends are specific, local 
and specialized. Attention is shifted away 
from the validity of the different represen-
tations of reality, and towards questions 
regarding the preference for certain types 
of intervention rather than others (Keller, 
2000: S85).

Wieber (2009) deals with simulation 
in the field of protein structures. He calls 
simulation technologies “theoretical tech-
nologies”, and maintains that, thanks to 
their nature, they have been added to the 
traditional toolbox used by experiment-
ers to analyse and interpret empirical data 
relating to molecular structures, leading to 
a focus on dynamic, as opposed to static, 
structures.

Hine (2006) describes an ethnographi-
cal research on the use of databases in 
molecular biology. The research has the 
objective of understanding how data-
bases influence the scientific practices 
and modes of communication. She con-
cludes that databases do not cause a radi-
cal transformation in scientific practices, 
but instead make small-scale changes to 
working practices. They do not give rise to 
a new and distinct epistemic culture, but 
can be considered as additional resources 
that enter into an already existent research 
culture.

In what follows I will study the link 
between epistemic questions and needs 
of application, suggested by the aforemen-
tioned studies, in the field of computa-
tional biology. I will focus on the various 

functions of the so-called in silico experi-
ments. In particular, my objective is to 
understand the different roles of in silico 
experimentation as they are presented in 
the scientific papers on molecular biol-
ogy. These roles depend on the objectives 
of each paper, and on the way in which in 
silico experiments relate to all other ele-
ments of the discussion. I am interested 
in the identity of in silico experiments 
emerging in these papers. In particu-
lar, I wish to analyse the level of detail in 
which they are described, how they are 
related to more traditional experiments, 
and how their usage is justified. Usually, a 
scientific paper is subdivided into various 
parts, each of which has a precise role. The 
central part generally shows results, while 
the final part focuses on discussions. The 
“methods” section lists all methods and 
techniques used in the work. Some supple-
mentary files may report certain technical 
details, figures, tables, etc. The analysis of 
the structure of a paper can be useful for 
understanding the position of the given in 
silico experiment in relation to other ele-
ments, and the meaning that it can assume 
in the presented work.

Obviously, document analysis has its 
limits, and it does not allow us to evaluate 
fully the use of simulation in biology. A sci-
entific paper is not a research report, even 
though it is often considered as such. That 
is to say, it is not a faithful and detailed 
account of the activities in the laboratory. 
It hides the “contingent situational logic” 
of the laboratory. Indeed, it represents a 
genuine process of transformation and 
recontextualization that misrepresents the 
reality of the research (Knorr Cetina, 1981). 
Document analysis does not reveal how 
this transformation process is realized, 
and therefore does not allow us to under-
stand completely just how in silico experi-
ments are incorporated in the contingent 
day-to-day activities of the laboratory. 
However, the scientific paper is paramount 
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in scientific practice, not because it col-
lects and imparts information, but because 
it represents “institutionally authorized 
enunciation of scientific truth” (Frohm-
ann, 1999: 72). The scientific paper repre-
sents the public face of scientists, and so, 
through the analysis of its formal commu-
nicative modalities, it is possible to identify 
these aspects. Through my work, I intend 
to understand how the in silico experiment 
is received and accepted by the scientific 
community, and what role it plays in the 
public conception of molecular biology; 
what is assumed in a non-problematic 
way within a scientific culture, and what 
are the aspects that lead us to consider 
an assertion valid (in the sense of being 
shared by the scientific community).

My analysis shows that the in silico 
experiment is accepted whenever it is in 
keeping with the practices already in use, 
and that there are essentially two different 
ways in which it is linked to the traditional 
activities of the laboratory. Moreover, in 
silico experiments allow scientists to work 
on particular “disposable” arrangements 
of epistemic things that are used locally to 
generate new theoretical reflections con-
sidered as useful in a specific context. We 
thus see a continuous de-contextualiza-
tion and re-conceptualization of epistemic 
things that generate a multiplicity of new 
and provisional epistemic formations.

In Silico Experiments

This work is based on the analysis of 48 
papers, published in the years 2000–2008, 
presenting some applications in the field of 
molecular biology based on in silico exper-
iments. Because I wish to analyse how they 
are received by scientists, I have chosen, 
as my source, the journal Nature, which 
is considered prestigious and authorita-
tive by the scientific community, and used 
by scientists who wish to be recognized 
widely.

My initial intention was to analyse all 
papers in the field of biology that make ref-
erence to in silico experiments, but I dis-
covered that most of these papers relate 
to molecular biology, and that the use of 
in silico experiments in other branches 
of biology – such as systems biology and 
genetics – is presented in a very different 
way. This seems to be due to the fact that, 
compared with other fields, molecular 
biology is much more closely linked to the 
epistemic culture based on conventional 
laboratory experimentation. Because of 
this, I took into consideration only molecu-
lar biology.

The papers were selected by means of 
the search facility provided by the website 
of the journal: www.nature.org. I used the 
following search expressions: “molecular 
biology” and “in silico”, and I chose only 
those papers published between January 
2000 and October 2008. The search facility 
revealed 120 papers that matched the cri-
teria. I initially selected only “articles” and 
“letters”, before eliminating all papers in 
which the expression “in silico” appeared 
only in the bibliography or in captions. I 
then added another four papers found by 
means of bibliographical references. I was 
thus left with 48 papers actually present-
ing applications that use so-called “in silico 
experiments”.

Most of these papers can be subdivided 
into two classes:

Type 1 applications using bioinformatics 
technologies, in order to analyse 
the DNA of some organisms;

Type 2 applications aiming to study 
metabolic networks and networks 
of genomic regulation.

The papers of Type 1 present some applica-
tions that analyse the DNA of some specific 
chromosomes of living organisms, in order 
to find or compare genomic sequences for 
analysing the causes of given diseases. In 
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simple terms, these applications are devel-
oped on the basis of the results of a series 
of in vivo and in vitro experiments on some 
fragments of biological DNA that produce 
some sequences of nucleic acids repre-
sented by a set of symbolic codes. These 
sequences of symbols are explored heu-
ristically by means of algorithms that find 
patterns, motifs or statistical regularities, 
or similarities and homologies with some 
genomic sequences of other organisms 
already recorded in public databases. In 
spite of the complexity of these processes, 
some methods of exploration have been 
defined, based on statistical algorithms or 
some typical artificial intelligence tech-
niques, giving rise to a set of programs 
used by numerous researchers. The choice 
among different methods depends upon 
the results that they produce; often almost 
all of the methods are used simultaneously.

In the text of these papers some phases 
of sequencing are described, and all tech-
niques used both in vivo and in silico 
are listed. Generally, there is some dis-
cussion about specific characteristics of 
the genome, and about how this knowl-
edge could be used in a medical field. In 
the “methods” section, authors refer to 
some web sites for technical details – for 
example, methods for the construction of 
sequence-ready maps and for sequencing 
large insert clones by shotgun cloning, use 
of selectable markers – where it may also 
be possible to find some programs used to 
conduct in silico experiments.

In spite of the frequent use of the words 
in silico and simulation in Type 1 papers, 
these applications cannot be said to be 
true simulations as such, if by “simula-
tion” we intend the reproduction of a proc-
ess or a mechanism that causes a specific 
empirical phenomenon. The authors of 
these papers mention in silico experiments 
because their analysis is based on an “arti-
ficial” element, rather than directly on 

the biological material. The plausibility of 
the use of these techniques rises directly 
from the assumption that working with 
sequences of nucleic acids is exactly the 
same thing as working with sequences of 
corresponding symbolic codes. The fact 
that a gene can be considered a sequence 
of information-carrying symbols auto-
matically enables the application of 
some operations for working on symbols. 
These operations are defined and used 
in non-biological contexts; they are usu-
ally instruments supplied by mathemat-
ics, statistics and computer science. All 
experiments on genome sequences work 
simultaneously both on a living organism, 
or a part of it, and on its digital represen-
tation. So, we see that the outputs of an in 
vivo or in vitro manipulation, using mark-
ers, X-rays or other particular instruments, 
often become the inputs of a program that 
will filter the data, delivering the final 
results in an electronic format. In silico 
experiments allow scientists to work on 
a “symbolic” gene, whereas in vivo and in 
vitro experiments work directly on a mate-
rial object. Indeed, the function of digital 
computation in an experimental context 
is precisely to infer new knowledge from 
symbolic sequences constituting DNA.

All the papers of Type 2 that I have 
analysed are based on the definition of 
a model of the metabolism of some liv-
ing organisms – generally Escherichia 
Coli, Drosophila and yeasts. Metabolic 
structures are conceived, in the mod-
els, as networks composed of nodes and 
links. The elements of these networks are 
certain selected elements of molecular 
biology – genes, enzymes, proteins, etc. 
– linked together by means of mathemati-
cal relationships. Often, these models are 
constraint-based, derived from the laws of 
thermodynamics, the law of mass action, 
or other deterministic or stochastic mod-
els. Sometimes these models are defined 
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by a set of differential equations express-
ing the rate of change of a given concentra-
tion as the sum or product of more or less 
empirical terms (for example, the power 
law terms, or the law of mass action terms).

The definition of a model always begins 
with an exploration of various databases 
and of the specific literature, in order to 
identify those biological elements that are 
interesting, and to define all the logical or 
mathematical functions representing their 
links. For example, if we need to define a 
metabolic network of a particular organ-
ism, we must find the list of metabolites 
and enzymatic reactions, and also identify 
and consult the literature that deals with 
flux balance analysis. Generally, several 
sources are used, sometimes of various 
types, which must always be readapted to 
construct the specific model.

The construction of a model is based on 
a series of choices that depend upon the 
application in hand. This process might 
be likened to the solving of a jigsaw puz-
zle, putting together theoretical concepts 
and pieces of other models that some-
times have very different properties. Each 
researcher has at his or her disposal a large 
quantity of databases and models describ-
ing different aspects of biological proc-
esses by means of stochastic techniques, 
differential equations, Boolean networks, 
neural networks, and so on. There are sev-
eral formalisms and meta-models availa-
ble, so the final work is a hybrid originating 
from various different approaches.

In essence, there are no established 
rules to define the construction of a model. 
All choices made by researchers depend 
on various, often contingent, factors: the 
objectives, the available data, the previous 
research, the results of other experiments. 
Frequently no justification is put forward 
for these choices.

An in silico experiment is the simulation 
of a model. In these papers there are two 
different modalities to refer to simulations:

2.1 Some papers base their discussion on 
comparison between the results of 
simulations and the results of in vivo 
or in vitro experiments. What is impor-
tant in a model is its forecasting capa-
bility by means of interpreting results 
obtained from simulations, and their 
agreement with some data from in vivo 
or in vitro experiments: if there are 
some inconsistencies between predic-
tions and experimental data, it means 
that this model, which furnishes a 
theoretical interpretation of biological 
systems functioning, is wrong, and so 
also are the theoretical concepts that 
form the basis of its definition; if its 
results are consistent, this model can 
be used to make some counterfactual 
experiments and, more generally, to 
infer new knowledge. On the basis of 
its predictive capability, it is possible 
to indicate knowledge gaps and iden-
tify previously unknown components 
and interactions in the regulatory and 
metabolic networks that the model 
represents. These papers, then, focus 
above all on the performance of a 
model.

2.2 In other papers, authors focus on 
the structure and the characteris-
tics of a model. In essence, a model 
is explored; all resulting remarks are 
then used to obtain new informa-
tion about the functioning of cells. 
As we have already seen, all models 
use the concept of “network” to rep-
resent the fundamental functions 
of metabolism. The characteristics 
of this abstract structure, formed by 
nodes, links, pathways, flows, etc., can 
help scientists to better understand 
some biological functions. All papers 
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assigned to this category describe the 
model by means of a graphical visu-
alization of a network. Therefore, in 
these papers, the models’ structure 
is of principal interest, and not their 
performance. In essence, we have 
moved one step forward from case 
2.1. Here, the representative capabil-
ity of a model is not discussed directly, 
although it may be mentioned briefly. 
The authors begin with the presup-
position that the model is able to rep-
resent a given biological object. So, 
results obtained from its simulations 
can be meaningfully associated with 
the system that it represents.

These two distinct ways of referring to in 
vivo or in vitro experiments sometimes 
appear together in the same paper. In 
such cases, at the beginning they focus 
on the relationship between in silico and 
in vivo, or in vitro, results, and then, when 
the model is validated, they show some 
virtual experiments used to obtain new 
knowledge.

Epistemic Things and 
Technical Objects 

From the analysis of these papers, it 
emerges that the expression “in silico 
experiment” denotes a scientific practice 
that performs some manipulations on a 
computational representation, rather than 
directly on a material object. It is a vir-
tual experiment that does not substitute, 
however, but instead supports traditional 
experiments.

An in silico experiment is fundamentally 
a computational object, and it is worth-
while examining the meaning of some of 
its underlying concepts.

We may begin with the concept of “data”. 
In computer science, data are objects that 
codify information that can be described 

and handled by a computer. Beginning in 
the 1970s, cloning and sequencing tech-
niques led to the representation of molecu-
lar structures in general, and genes in par-
ticular, as a “literal open reading frame of 
sequence – digitized data, in other words” 
(Searls, 2010: 2). The possibility of rep-
resenting biological data in digital form 
has allowed their storage and circula-
tion through databases that have caused 
a “change in how biological knowledge 
is constructed”; a database makes “data 
accessible to other research contexts and 
therefore potentially reusable as evidence 
for new claims, and it associates data with 
a broader range of phenomena” (Leonelli, 
2009: 746).

Another important concept is “model”, 
in the specific sense of a simulation model. 
According to Morgan and Morrison, mod-
els serve “both as a means to and as a 
source of knowledge” (Morgan & Morri-
son, 1999: 35). Scientists work on certain 
representations defined by means of some 
tools that impose an interpretation, from a 
particular point of view, of their objects of 
study: “the model functions as representa-
tive of one or more phenomena as well as 
representative for a given theory” (Leonelli, 
2007: 17). Both data and model are rep-
resentations. Data represent a structure, 
something that can be identified with a 
list of all properties that characterize it, 
whereas a model represents also a mech-
anism that is able to transform data. A 
model is made in such a way that it can be 
translated into a code by means of a pro-
gramming language.

The model not only has a representa-
tive function, but also provides “the kind 
of information that allows us to intervene 
in the world” (Morgan & Morrison, 1999: 
23). Indeed, models have numerous practi-
cal functions, such as suggesting possible 
experiments, helping to predict conse-
quences of given interventions and sug-
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gesting new questions to ask (Keller, 2000: 
S78).

Finally, a simulation is the elaboration 
of a program that translates a model. Its 
input is a set of data, and it produces other 
output data that constitute the results 
of this simulation. According to Parker 
(2009), computer simulation studies – 
studies based on a series of simulations 
– have all the characteristics of the tradi-
tional experiment in as much as they imply 
an intervention activity. They allow us to 
study the consequences of changes applied 
to a system. For Parker, they are “mate-
rial” experiments in the real sense of the 
word, because they involve the behaviour 
of a physical/material system – namely, 
the programmed digital computer. The 
observed behaviour of the system is the 
result of such experiments. That is to say, 
the material/physical system of the com-
puter constitutes the experimental setting.

If we consider the relationship between 
data, model, program and simulation, we 
can say that for each model we may have 
several programs, because the transla-
tion of a model into a code can occur in 
different ways. A program, in its turn, can 
give rise to numerous simulations, each 
of which is its elaboration with a distinct 
set of input data. The description of each 
model specifies the types of data on which 
the model works, whereas each simulation 
has specific data as its input.

My analysis of the papers reveals that 
papers of Type 1 never refer to simulation 
models. Data are the representation of the 
epistemic thing; they are interpreted as a 
sequence of DNA. In silico experimentation 
involves manipulation of data by means 
of some computer operations. Programs 
are chosen on the basis of some particular 
objectives. Generally these programs are 
not based on a model of a target system, but 
are, rather, algorithms for analysing data; 
they are black boxes that transform data. 

Papers refer to them only by means of their 
name and the type of processing they are 
able to make. We know the type of calcula-
tion they make, but nobody is interested in 
all the modalities through which they real-
ize their result. They constitute some par-
ticular experimental conditions, more or 
less standardized, that allow us to investi-
gate the structure of DNA. Such conditions 
complement those present in in vivo and in 
vitro experiments. The identity of an in sil-
ico experiment is determined by programs 
that realize some specific operations. Ele-
ments that come into play are input data 
and functions that allow us to acquire 
new output data. The definition of these 
functions agrees with the software that 
realizes them; in fact, whenever papers 
mention some computational operations, 
they always refer to the name of a com-
puter program, both in their “methods” 
sections, where experimental conditions 
are described in detail, and in their main 
part. The validity of these programs is not 
questioned. There are no bibliographic ref-
erences to papers that describe the model 
that forms the basis of their definition, or 
which discuss their potentiality or limita-
tions. For the most part there is only a ref-
erence to a web site where it is possible to 
download the program1. These programs 
do not define actual experimental proc-
esses, but are, rather, types of tool, used 
in experimental practice, along with other 
tools necessary for material manipulation.

In all papers of Type 2, the expression “in 
silico experiment” has a different meaning, 
and it agrees with the meaning of “set of 
simulations”. Each paper refers to a partic-
ular model, different from all the others. In 
reality, each model is complex, because it 
is a composition of other, simpler, models, 
following a hierarchic structure. Discus-
sion mostly concerns the definition of the 
complex model, whereas the simpler mod-
els that compose it are only mentioned, 
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and their description is deferred to other 
papers. For example, in a model describ-
ing a series of metabolic pathways, chemi-
cal reactions are represented by means of 
stoichiometry, but often stoichiometric 
equations are not shown; only reagents 
and products that constitute the nodes of 
this network are specified. In these papers, 
models are representations of some meta-
bolic networks, and are therefore inscrip-
tions that allow us to visualize the invis-
ible. Unlike simple “maps”, simulation 
models are “dynamic”.

As above, a reference to a model can fol-
low two different modalities. In case 2.1. of 
the foregoing paragraph, a model repre-
sents some assumptions of a theory, and 
simulation has to verify them by means of 
a comparison with data obtained through 
other experimental conditions – namely, 
in vivo or in vitro experiments. Papers that 
follow this modality focus mostly on an 
analysis of the relationship between simu-
lation results and experimental results.

[T]he simulations show significant 
agreement with experimental results, 
thus establishing the utility of the model 
(Alvarez-Vasquez et al., 2005: 429).

As can be seen in Fig. 3b–g, the agree-
ment between the behaviour predicted 
by the model and the experimental 
results is very good, validating the 
bottom-up approach to understanding 
gene regulatory networks (Guido et al., 
2006: 858).

Comparison with the growth pheno-
types showed that experimental and 
computational outcomes agreed in 
10,828 (78.7%) of the cases examined, 
which is roughly the same success rate 
achieved in previous studies in E. coli 
and yeast that considered only a few 
hundred phenotype (Covert et al., 2004: 
94).

The core of the paper does not regard the 
theoretical principles that form the basis 
of each model, but is concerned, instead, 
with the degree of the model’s agreement 
with inscriptions obtained in other ways. 
Usually, in this type of discussion the 
model is not described in a detailed man-
ner; some bibliographic references are 
included, where it is possible to find some 
details and justifications of the choices of 
authors. Therefore these papers focus on 
“simulations” rather than on “models”. 
They show those parameters associated 
with a model that represents some specific 
initial conditions; they obtain outputs and 
then compare them with data originating 
from in vivo or in vitro experiments. This 
comparison is realized by means of some 
charts that contain, simultaneously, the 
representations of results of both a simu-
lation and some in vivo or in vitro experi-
ments. In essence, the objective is to estab-
lish a relationship between the “in silico 
experiment”, on the one hand, and the “in 
vivo or in vitro experiment”, on the other, 
so as to consider the former a valid substi-
tution of the latter and then to render the 
theoretical model underlying the “in silico 
experiment” legitimate. In “methods” sec-
tions and in “supplementary” files, the 
structure and the construction of a model 
are described, but often in a very generic 
manner. Normally, databases, mathemati-
cal and statistical functions and programs 
are listed, or some bibliographic references 
are given, to enable the reader to find a 
detailed description elsewhere. In these 
sections, descriptions are always found, 
both of simulations with regard to initial 
conditions and some particular situations 
of each application of model, and of in vivo 
or in vitro experiments.

In modalities shown in case 2.2., mod-
els again represent some assumptions of 
a theory, but simulations aim to infer new 
theoretical propositions. Papers focus on 
some intrinsic characteristics of models. 
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Their elements are always described in a 
rather detailed manner in the central part 
of the text, almost always with accompa-
nying graphical visualizations that render 
their understanding more intuitive. In 
“methods” sections and, above all, in “sup-
plementary” files, some details of models 
are described – functions used to repre-
sent the links between the components of a 
network, objective functions, linear equa-
tions for constraints systems, logical rules 
in logico-mathematical systems (such as 
Boolean networks), and so on – and the 
list of databases from which authors have 
extracted data and programs to define and 
simulate models. Simulations assume dif-
ferent roles in cases 2.1 and 2.2. In case 2.1., 
authors focus on “results” that the simu-
lation produces, whereas in case 2.2. they 
concentrate on its internal mechanisms. It 
becomes an experiment on the theory that 
underlies the definition of the model.

Using an in silico representation of the 
metabolic network of Escherichia coli, 
we examine the role of contingency by 
repeatedly simulating the successive 
loss of genes while controlling for the 
environment (Pál et al., 2006: 667).

Under laboratory conditions 80% of 
yeast genes seem not to be essential 
for viability. This raises the question of 
what the mechanistic basis for dispen-
sability is, and whether it is the result 
of selection for buffering or an inciden-
tal side product. Here we analyse these 
issues using an in silico flux mode of the 
yeast metabolic network (Papp et al., 
2004: 661).

Here, we devise a theoretical method for 
simultaneously predicting key aspects 
of network functionality, robustness 
and gene regulation from network 
structure alone (Stelling et al., 2002: 
190).

The identity of the in silico experiment 
depends on the model rather than on the 
simulation; it is the referent of the meta-
bolic network of a particular living system. 
Papers of Type 2.2 discuss, above all, some 
elements that constitute the model, and 
how the in silico experiment allows us to 
analyse the theoretical mechanisms that 
underlie a particular process. In papers of 
Type 2.1, by contrast, the discussion cen-
tres on the performance of the simulation, 
on its results, and on the correspondence 
with results obtained by means of in vivo 
and in vitro experiments.

To conclude, we maintain that in papers 
of Type 1 the in silico experiment is a 
“technical object”, an experimental con-
dition that is added and mixed with other 
conditions that are part of traditional 
experiment.

By contrast, in all situations described 
in papers of Type 2, the in silico experiment 
is used to analyse metabolic networks in 
order to find new knowledge on them. The 
experiment consists of the manipulation 
of a model, in an experimental setting pro-
vided by the computer system. A model 
arises from a reconfiguration of some epis-
temic things in a new context. It allows 
scientists to generate new questions, and 
thus becomes a new “question-generating 
machine”.

In case 2.1., authors wish to create a 
relationship between a new object and 
another well-known and well-established 
object; they seek to prove that the in silico 
experiment is representative of the in vivo 
or in vitro experiment. In essence, they 
aim to represent an epistemic thing in a 
new way, and then to define the shift from 
a graphematic space to another one (cf. 
Rheinberger, 1997: 102–13). Mathemati-
cal, statistical and computational tools – 
such as linear equations, the Montecarlo 
method, stoicometric equations, program-
ming language, and so on – allow the defi-

Sabrina Moretti



Science Studies 2/2011

34

nition of models and their simulation, in 
turn allowing this new representation.

In case 2.2., the in silico experiment has 
to analyse metabolic networks and find 
new knowledge about them. The result-
ing epistemic thing, now reconfigured 
in a new context, allows the generation 
of new questions. The representation of a 
metabolic network by means of a model 
involves a reconfiguration of this object, 
so that it can then be manipulated by com-
puter simulations. The in silico experiment 
allows scientists to query epistemic things 
in new contexts.

As observed above, the authors in my 
sample never express an intention to 
standardize a model. It therefore remains 
contingent and short-lived, and it cannot 
be turned into a technical object.

Each model is a partial point of view 
of a specific phenomenon; one among all 
possible points of view. Therefore a way of 
identifying a modality of selection that is 
convincing to the scientific community is 
needed. The pragmatic function accom-
plishes this task. The rhetorical strategies 
used by authors to justify the use of in silico 
experiments try to show that a simulation 
has some meaning if it pursues a prag-
matic objective. A model presents a par-
ticular interpretation of a target system. It 
does not have the same aim as that of the 
universal laws of physics, for example, but 
it is valid if it is able to intervene usefully in 
empirical reality. The pragmatic objective 
determines the level of observation, allow-
ing the isolation of its essential function 
(Negrotti, 1997). In particular, frequent ref-
erences appear regarding the contribution 
to medical and pharmaceutical research:

[I]t is possible that discriminating 
between date and party hubs might also 
help to define new therapeutic drug tar-
gets (Han et al., 2004: 92).

The network that resulted is a func-
tional description of the eukaryotic pro-
teome at a higher level of organization. 
Such higher-order maps will bring an 
increasing quality to our appreciation 
of biological systems. It is expected that 
this may provide drug discovery pro-
grammes with a molecular context for 
the choice and evaluation of drug tar-
gets (Gavin et al., 2002: 146).

The reprogramming of DNA-binding 
specificity is an important challenge for 
computational protein design that tests 
current understanding of protein-DNA 
recognition, and has considerable prac-
tical relevance for biotechnology and 
medicine (Ashworth et al., 2006: 656).

[W]e hope to elucidate biological func-
tion as well as predict the effect of inter-
nal perturbations (for example, genetic 
mutations) or external perturbations 
(for example, drugs) so that disease 
treatments are more precise and effec-
tive. Similarly, understanding biological 
modules and being able to engineer new 
ones will pave the way for re-engineer-
ing of organisms and cells for numerous 
applications (including medical, agri-
cultural and ecological situations) (Di 
Ventura et al., 2006: 532)2.

The epistemic value of models derives 
from their capacity to increase the future 
“manipulability” of biological material. 
Each model and its simulations allow us to 
analyse some particular aspect of an epis-
temic thing, and to obtain new informa-
tion, some of which can then be used in in 
vivo or in vitro experiments. We may add 
that the validity of a model or a simulation 
does not depend on its capacity to repre-
sent an exemplar well, but rather on its 
ability to manage and modify living mat-
ter. That is why authors often try to demon-
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strate that the manipulation of models by 
means of simulations can be reproduced in 
the corresponding physical objects, or can 
be a useful guide to physical handling (in 
the sense that the simulation gives some 
information about structures and proc-
esses of epistemic things).

Concluding Remarks

The studies on the use of databases and 
simulation models in biology indicate that 
these new technologies need not lead to 
the birth of new epistemic cultures, they 
rather add new resources inserted into the 
already consolidated research practices. 
The use of the metaphor of “information” 
has led to the construction of new repre-
sentations of nature, which involve also 
the discursive and material practices (Kay, 
2000). This transformation, though, does 
not spark a revolution that brings about 
new visions of the world, but instead tends 
to reflect the natural and social orders that 
already exist (Hine, 2006; Wieber, 2009). 
The use of simulation models is, how-
ever, always orientated towards material 
manipulation, following practical aims. 
For this reason, scientists are interested 
in demonstrating, not the “validity” of the 
models, but their “utility” (Keller, 2000). 
Scientists choose their models on the basis 
of their ability to satisfy particular practi-
cal and theoretical exigencies, and to reach 
specific objectives. The models are tools to 
aid “thinking” and also “doing”, allowing 
scientists to reflect upon and modify the 
theory, and also to intervene materially. In 
my analysis, this aspect is confirmed by the 
fact that the authors of the papers justify 
the validity of their models by their ability 
to manage and modify living systems.

Analysing the scientific papers on 
molecular biology may help us to under-
stand better how the new computational 
technologies may be inserted into research 

practices, considering, in particular, the 
case of the in silico experiment. To do this, 
I considered the concepts of “epistemic 
thing” and “technical object” defined by 
Rheinberger (1997). I discovered that in 
silico experiments are regarded in sev-
eral different ways that are fundamentally 
reducible to two basic types. In papers of 
Type 1, the in silico experiment allows us to 
operate on it by means of some tools that, 
in some cases, are simply new experimen-
tal conditions that we can place alongside 
traditional conditions, in order to obtain 
new data of a functionally equivalent type. 
In essence, the scientists use new tools in 
order to be able to work on data presented 
in digital form. Such tools supplement 
those that characterize the traditional 
experimental setting. As Wieber (2009) 
says, the in silico experiment has become a 
part of the toolbox used by molecular biol-
ogists to elaborate and interpret empirical 
data.

In Type 2 papers, the in silico experi-
ment is introduced with many different 
functions: it is the set of simulations that 
manipulate a model, given the experimen-
tal conditions provided by the computer 
system. A model has the role of locally 
reshaping some different epistemic things 
and creating new ones. The meaning of 
such a model is contingent, as is, a forti-
ori, the meaning of “simulation”. A model 
is the product of a theoretical reflection of 
researchers regarding a particular biologi-
cal phenomenon. This reflection can give 
rise to a visible object that can act and cre-
ate new question-generating machines. In 
this way, we observe a proliferation of epis-
temic things that make the scientific con-
text most varied and non-standardized.

As a matter of fact, each model is only 
partial. It embodies only one particular 
vision of a biological phenomenon. The 
objective of researchers is not to create a 
standard model that they can use and re-
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use in different contexts, but only to rear-
range locally various epistemic things, 
following a theoretical reflection. Indeed, 
only rarely are models recorded in a shared 
database. They always constitute some 
partial visions of an object, and we do not 
come across any work aiming to stand-
ardize models. Each paper begins with a 
particular problem, and it defines a model 
relating to this problem, starting from a 
series of assumptions that will render the 
model just one of many possible models 
able to represent the object in question.

In this sense, models do not follow the 
dynamics described by Rheinberger, who 
sees objects as oscillating between epis-
temic things and technical objects (Rhein-
berger, 1997). This depends not only on the 
open nature of the object, as Merz (1999) 
maintains, but also on its contingency; 
it is accepted for the moment for its prag-
matic value, because it is useful in some 
particular type of application, but then it 
disappears, and never reappears as a tech-
nical object. The modelling of a system 
is not intended to lead to the discovery of 
the truth, and therefore to the construc-
tion of mutually coherent models, but must 
be useful for the material manipulation. 
The pragmatic function, as Keller (2000) 
says, guides the use of models. In silico 
experiments allow us to work on particu-
lar arrangements of epistemic things that 
we can define as “disposable”, because 
they are partial and subjective “interpre-
tations” of the object that we are studying. 
Consequently, in silico experiments are 
used locally to generate new theoretical 
reflections that are useful in a specific con-
text. This new knowledge will successively 
be redefined and used in other contexts, 
through the definition of new models and 
new simulations. We thus see a continuous 
de-contextualization and re-conceptual-
ization of epistemic things that generate a 

multiplicity of new and provisional forms 
when they are recombined.

The aforementioned points arise from 
the analysis of how scientists present their 
work for the scientific audience, reflect-
ing the public face of molecular biology. A 
deeper understanding of in silico experi-
ments in molecular biology should take 
into account also the processes that gen-
erate and define their criteria of inclu-
sion, acceptance and validity. This would 
require the use of other methods that ana-
lyse the everyday practices of scientists, 
and study how in silico experiments are 
inserted into the existing social and episte-
mological contexts.

Notes

0 This article was edited and approved for 
publication by Tarja Knuuttila.

1 Only in one of the papers analysed did 
the authors use a program specifically 
created for their application. Yet even in 
this case there was no discussion about 
the definition of the algorithm that 
formed the basis of this program; in the 
“methods” section it was described very 
perfunctorily in a few lines.

2 This paper is not one of the 48 papers ana-
lysed, because it does not describe an 
application using in silico experimenta-
tion, but presents, rather, a review of the 
use of in silico experiments in molecular 
biology.
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By means of the text analysis, these papers 
are classified in two types. The papers 2, 
3, 4, 5, 6, 10, 11, 12, 16, 19, 20, 22, 23, 24, 
25, 26, 28, 30, 34, 35, 36, 37, 39, 40, 41, 43, 
44, 47, 48 belong to Type 1.

The papers 1, 7, 8, 9, 13, 14, 15, 17, 18, 21, 29, 
31, 32, 33, 45, 46 belong to Type 2.

The papers 27, 38, 42 describe some 
particular applications that we can not 
classify in any defined typology.
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