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The constant process of breakdown and repair is
an inherent feature of the digital environment.
Digital objects, software, and services tend to be
in what is sometimes called permanent beta (Neff
and Stark, 2004): they are released into the wild
in a half-baked state, and developed in an itera-
tive cycle involving failures, malfunctions, and
breakdowns, learning from them, and their fol-
low-up fixes or repairs. Testing (Marres and Stark,
2020) and gradual experimentation seem to be
an important mode of operation for companies
developing them. Algorithmic systems — dynamic
arrangements of people and code (Seaver, 2019),
including artificial intelligence (Al) applications,
tools, and services — are no exception. In a sense,
malfunction is even built into various Al tools and
services, such as agents or chatbots. It is common
knowledge that they routinely produce errors
such as random falsehoods presented as facts
(‘hallucinations’ as the industry jargon goes), and
users simply need to be wary of this. While these
services often improve through iterations, a pat-
tern remains: algorithmic systems seem to per-
form almost miraculous feats when they work as
expected, yet they often fail expectations.

This Special Issue builds on literature employing
the notions of breakdown and repair (e.g., Henke
and Sims, 2020; Jackson, 2014; Star, 1999) to inves-
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tigate repair efforts related to algorithmic systems.
The repair literature emphasizes the power of
breakdown and repair as conceptual tools to focus
attention: they allow probing things and reveal
aspects that would otherwise remain hidden.
Breakdown brings invisible things to attention,
showing where things go wrong, how expecta-
tions are not met, or when progress stops. Repair,
in turn, helps point out acts of restoration, but also
the development, transformation, or renewal that
can take place as a result of breakdown. As algo-
rithmic systems never seem to be quite finished,
they appear to be a prime example of objects of
a broken world that is always-almost-falling-apart
and under a constant process of fixing and rein-
vention (Jackson, 2014).

The Special Issue brings together a series
of empirical articles that, together, allow us to
examine how the notions of breakdown and
repair fit in with an examination of algorithmic
systems. These articles share an empirical focus
on algorithmic systems in the public sector. As an
empirical context, the public sector allows teasing
out aspects that might otherwise be difficult to
pin down. Here, the stakes of breakdown and
repair can be serious. Public sector actors, their
services, and their decision-making processes
often operate with a distinct ethos and a basis
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of core values, involving a focus on rights and
entitlements of citizens and a commitment to
democratic processes. When public sector algo-
rithmic systems break down, the results can at
worst involve dire social and societal conse-
quences: rehashing of old biases and creating
new ones, unequal treatment of citizens, and
novel forms of discrimination (e.g., Allhutter
et al.,, 2020; Broussard, 2023; Eubanks, 2018;
Marjanovic et al., 2021; Rachovitsa and Johann,
2022). This can cause further domino-like break-
downs: of public trust, of social care processes, or
of the lives of citizens or families. Development
through breakdown and repair, typical as it may
be in the digital domain, sits uncomfortably in the
public sector context, where they might threaten
something fundamental, such as the value basis of
a service or process.

While algorithmic systems regularly break
down, they are often also framed as a means to
repair something in the public sector. Strate-
gies and policy documents paving the way for
algorithmic systems in the public sector tend to
involve techno-optimism, with Al proffered as a
source of positive social change, efficiency, and
other public sector improvements (e.g., Bareis
and Katzenbach, 2022). Techno-optimism related
to Al, digitalisation services and automated deci-
sion-making is well acknowledged in research
literature (e.g., Kvacik et al., 2023; De Togni et al.,
2024; Ratner and Schrgder, 2024). New technolo-
gies become repairs to things that are considered
broken, such as dysfunctional public services. The
promises driving the recent influx of generative
Al tools has only strengthened this trend, and it is
unlikely that it will be reversed anytime soon. Our
lives are likely to increasingly involve algorithmic
systems and Al services, which are both repairing
the public sector, and under constant repair them-
selves (see also, Galis and Vlassis, 2025).

With a focus on breakdown, repair, and public
sector algorithmic systems, this Special Issue
joins a stream of research marrying the notion of
repair with algorithmic systems (e.g., Kaun and
Liminga, 2023; Schwennesen, 2019; Velkova and
Kaun, 2019). It also joins several recent thematic
collections that have brought together algo-
rithmic systems, public sector institutions, welfare
states, automated decision-making, and artificial

intelligence. These have focused on datafication
(Dencik and Kaun, 2020), implementation chal-
lenges for artificial intelligence (Mergel et al.,
2023), power relations and agency (van Toorn et
al., 2024), digitalisation in the context of welfare
states (Huby et al., 2024) and social and ecolog-
ical sustainability (Saikkonen and Choroszewicz,
2025). How digital services, automated decision-
making, and algorithmic systems change the work
of civil servants has also been widely discussed
elsewhere, for example through concepts such as
street-level algorithms and system-level bureau-
cracy (Alkhatib and Bernstein, 2019; Bovens and
Zouridis, 2002).

Besides the focus on breakdown and repair,
what distinguishes this issue from previous
thematic collections is attention to how public
sector organisations themselves are implicated
by algorithmic systems. Rather than examining
citizen experiences or service provision, the contri-
butions to this Special Issue focus on the ways in
which public sector organisations, ranging from
public service media to health and care organi-
zations, deal with, or are expected to deal with,
breakdowns and repair efforts. The contributions
approach algorithmic systems, including Al tools
and services, both as things needing repair, and as
repairs to other forms of breakdown.

Collectively, the articles of this issue encourage
us to ask: What do breakdowns related to algo-
rithmic systems make visible? What is being
maintained or transformed with acts to repair
algorithmic systems, or to repair things with
algorithmic systems? What gets pushed into the
background with acts of repair? Where lies the
power to define what is broken and how? On
whose expense is repair done, and who bears the
burden of it? Who, instead, benefits from it? What
constitutes a desirable repair? To what extent
can the availability of repairs determine broken-
ness? By attending to these questions, the articles
allow thinking through the use and effects of
algorithmic systems and Al in the public sector
in a critical yet productive manner. While critical
scholars have raised awareness of what can go
wrong with datafication, algorithmic systems
or Al, what might eventually work satisfacto-
rily or even be desirable is often left for others,
often technology developers, to experiment on
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(e.g., Susser, 2022). Examining the breakdown-
repair process is productive in this sense: after
all, if things consistently break down in a similar
manner, there is something to be learned about
their social and societal desirability.

Thinking in terms of
breakdown and repair

Following Christopher Henke and Benjamin Sims
(2020: 3), we consider repair to be the process of
“restoring both social and material order”. Under-
stood in this sense, repairing can involve the
hands-on work of returning material things to
working order. Yet not only machines, structures,
and other material things can be the object of
repair, but also social formations: organisations,
relationships, processes, health, or healthcare.
Indeed, in scholarship employing the notion of
repair, repair has targeted various systems and
objects from bicycles (Dant, 2019) to digital data
(Pink et al., 2019), from workplace social order
(Henke, 1999) to biased search results (Velkova
and Kaun, 2021), and from Al-powered sorting
robots in a recycling facility (Montiel Valle and
Shorey, 2024) to the digital infrastructure of wel-
fare provision (Kaun and Liminga, 2023). Mate-
rial and social aspects of repair often go hand in
hand (Henke and Sims, 2020): repairing a material
object, such as a bridge, might not involve just
a feat of engineering, but also the restoration of
diminished trust in public infrastructure. Similarly,
repairing data in a cancer registry can involve
not just technical fixes, such as imputing missing
details, but also the upkeep of ad-hoc arrange-
ments between actors involved in producing can-
cer data (Lambotte and Martin-Scholz, this issue).
Repair is thus a socio-technical phenomenon,
including interventions to material structures,
meaning, organisation, or social interactions, all
of which are parts of keeping socio-technical sys-
tems in working order (Henke and Sims, 2020).
Repair is, of course, the flipside of things
breaking down, being damaged or worn out, or
for any reason not working as expected. If repair
takes both material and more abstract forms, so
do breakdowns. Things might fall apart literally: an
undersea cable might be damaged, a server rack
might overheat, a database might fail to connect,
or a recommender system might suddenly spout

unintended output. Even such literal breakdowns
might provoke varying diagnoses of what went
wrong and how it should be fixed. But break-
downs are sometimes more intangible to begin
with. Things might, for example, break down
even as their own state remains stable. This
might happen as the surrounding circumstances
change in ways that make a system cease to fulfil
its desired function. Such situations can give rise
to various appraisals of reasons for breakdown
and the need and form of consequent repara-
tory actions. Repairing a welfare service with Al is
a good example (Neves et al., this issue): it gives
rise to questions on what constitutes a breakdown
or a repair, and who determines these. These
questions direct attention to the social and discur-
sive, rather than the material, aspects of both
breakdown and repair.

Focusing on breakdown is a well-known
STS strategy. Susan Leigh Star (1999) famously
discusses its merits as a conceptual probe. Infra-
structures and other obscure things, which
normally remain hidden and are largely taken
for granted, may gain unprecedented visibility
when they stop working. Breakdown foregrounds
things that otherwise escape attention and brings
to light relations with and through technologies.
Repair, in this sense, is called for when things
cease being invisible and the objective is to merge
them into the background once again.

In Autonomous Technology, Langdon Winner
(1978) goes one step further and discusses refusal
to repair. For Winner, refusal can be an episte-
mological strategy. Breakdown, and the visibility
things gain as a result of it, enables a mode
of inquiry into our relationship to a particular
connection, device, or technique in a way that is
not possible before breakdown. This offers a possi-
bility to observe how a technology occupying the
physical or social space affects our world, and to
consider whether this is what we desire. Repairing
something, for Winner, contains at least an implicit
acknowledgement that it has a desirable place in
our world, and thus should be restored to working
order.

Another strength of repair and breakdown as
conceptual tools is how they highlight that socio-
technical artifacts and systems develop not only
with initial innovations. There is also — and perhaps
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especially, at least in the case of digital systems —
an opportunity for development when things
require repair (Jackson, 2014). Breakdown and
repair call attention to productive involvement:
examining the breakdown-repair process can
reveal, for example, how human and non-human
actors make up sociotechnical systems in a
process of creative problem solving (Tanweer et
al., 2016; Pink et al., 2016), or how human experts
step in to smoothen automation processes that
do not quite collapse, yet are also not completely
functioning (Alastalo and Lehto, this issue). All of
this points to breakdown and repair as analytically
productive concepts, as they focus attention on
and foreground the elusive.

All acts of repair are not equal in terms of their
relationship to social and material change. This
Special Issue joins a stream of repair scholarship
that has begun to attend to modalities of repair
that help with making distinctions between repair
acts. Henke and Sims (2020), for example, have
presented two alternatives: repair as mainte-
nance and repair as transformation, which have
different implications in terms of social or material
change. Maintenance is about attending to the
status quo, keeping things running, or returning
them to normal. Understood in the mainte-
nance sense, acts of repair might involve either
routine upkeep that ensures things are running,
or reactions to potentially serious and large-scale
falling-apart. The key here is how repair protects
an existing social and material order. Acts of
repair might even purposefully avoid transforma-
tive effects by ensuring that any adjustments do
not compromise the object’s relationship with
its surroundings (Carillon, this issue). Repair, in
the maintenance sense, is a conservative force,
sometimes invisible, aimed at preserving the
existing social and material order.

In transformative repair, in contrast, broken-
down things are not restored back to their earlier
state. Instead, existing structures or practices are
purposefully and sometimes radically rearranged,
putting forth a new social and material order. The
key here is that repair is a force of change rather
than preservation. Transformative acts of repair
can present emancipatory opportunities for those
not currently in power, or they can equally well
serve the interests of the powerful; there is no

guarantee that the transformation will be progres-
sive in any positive sense of the word, or lead to
growth or development (Ruckenstein, this issue).
Nevertheless, repair in the transformative sense,
as Steven Jackson (2014: 227) contends, can be
“a site of some of the most interesting and conse-
quential operations”.

Another possibility to distinguish repara-
tory acts is to consider the mark they leave on
the world, as Denis and Pontille (2025) suggest.
Breakdown, in this sense, is an interruption,
an event worthy of notice. Repair can cause
something noticeable again: it is a means to
resolve the interruption and to ensure that things
start moving along again. Maintenance, in this
way of thinking, is something that escapes notice:
it aims to prevent problems from occurring, and
to ensure that things are always kept in the back-
ground where they belong. When pre-emptive
and continuous maintenance work is appropri-
ately and successfully carried out, there is no
breakdown to focus on: it appears as if nothing
interesting has happened.

A third option is the viewpoint of broken world
thinking (Jackson, 2014). Here, breakdown is
considered to be the normal and continuous state
of the world, in which things are always falling
apart (Graham and Thrift, 2007; Jackson, 2014).
This approach focuses attention on how the world
moves forward not so much with initial innova-
tions, but with constant productive acts of repair.
In terms of the mark left in the world, breakdown
ceases to be an event, as there is nothing unusual
when things do not work as expected. Yet repair
is not simply maintenance that keeps things in
the background, it can be a transformative force.
Broken world thinking thus collapses a clear
distinction between maintenance and transfor-
mation, as constant and business-as-usual repair
is taken to be exactly where the transformative
potential lies.

As we will discuss below, the contributions to
this Special Issue take different stances in terms
of qualities and modalities of repair, based on the
empirical aspects of the cases they examine.
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The contributions to
the Special Issue

This Special Issue presents five empirical studies
examining brokenness, breakdown, and repair
in the context of algorithmic systems for public
sector organisations and processes. These con-
tributions span different empirical contexts: Al
development for long-term care (Neves et al.), an
algorithmic recommender system in public ser-
vice media (Carillon), a software robot automat-
ing data work in healthcare (Alastalo and Lehto),
human repair efforts in cancer registries (Lam-
botte and Martin-Scholtz), and the aftermath
of a healthcare data platform reform (Rucken-
stein). Together, these contributions address both
aspects of repair outlined above: repairing some-
thing broken in algorithmic systems, and repairing
something in the public sector with algorithmic
systems.

In the first article of the Special Issue, “Breaking
or Repairing Long-Term Care for Older People?
Al Delegation and the Carefication of Later Life",
Barbara Barbosa Neves, Geoffrey Mead, Alexandra
Sanders, Alex Broom, Naseem Ahmadpour and
Kal Gulson examine socio-technical discourses of
commercial developers of Al for long-term care
in later life. The authors address the discursive
aspects of breakdown and repair by examining
how age- and care-related ideas are constructed
by the Al industry. They do this with a visual,
semiotic and textual analysis of Al companies’
websites. As the authors discuss, the Al industry
paints both caregivers and those in need of care
not just as lacking, but lacking specifically in ways
that Al solutions promise to fix. The authors thus
connect breakdown and repair with techno-
solutionism, and provide an in-depth analysis
of how techno-solutionism in the care sector
context turns particular ideas about technology
into particular ideas of what is broken and how
it can be restored. Those technologies that are in
the industry discourses presented as possible and
available at the same time affect which problems
are constructed as worthy of repair: namely, the
problems that prioritise efficiency and privilege
technological fixes. This happens at the expense
of other, already well-recognised systemic issues
in public health and care.

In the second article, “Closing the Algorithmic
Black Box: Breakdowns and Patching Strategies in
a Public Service Media”, Kevin Carillon examines
breakdowns and repairs occurring in the imple-
mentation of an algorithmic recommender
system in a public service media organisation.
Carillon draws from participant observation in the
organisation and focuses attention on episodes
of breakdown and repair of the recommender
system. Mobilising the notion of the (algorithmic)
black box in the analysis, the article shows that
while breakdowns make the recommender system
visible and could thus ‘open’the black box, repairs
purposefully ‘close’ it again. Carillon proposes to
call this process ‘patching’: a modality of repair
that keeps the system running but preserves its
opaque status, purposefully avoiding addressing
the root issue that caused a breakdown in the first
place. This opens up a way of conceiving algo-
rithmic black boxes not as a stable state resulting
from the properties of technologies, but as the
outcome of black-boxing practices that emerge
and re-emerge as the system breaks down and is
consequently repaired.

The third article, “Frictions in Automating
Routine Data Work — A Human-Assisted Robot in
Datafied Healthcare in Finland” by Marja Alastalo
and liris Lehto, examines breakdown and repair of
robotic process automation of data validation in
primary healthcare. The authors’ analysis is based
on ethnographic fieldwork with a data work team,
where they focused attention on the constant
not-quite-working but not-quite-broken state of
the software robot. Motivated by this empirical
observation, the authors examine how frictions,
both technical and social in nature, complicate
the software robot’s smooth functioning. Due
to friction, automation requires constant repair
work, or what the authors call human assistance,
to function properly, or at all. This constant need
for human input contradicts the exaggerated
expectations and promises associated with public
sector automation. The authors maintain that the
notion of friction, when employed side-by-side
with breakdown and repair, redirects attention
from episodes of repair to a more structural need
for human aid and attention. This turns attention
from autonomously functioning to human-
assisted technologies, potentially a feature of
automation projects more broadly.
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In the fourth article, “Maintaining and Repairing
the Cancer Registries’ Regime of Knowing in
the Turbulent Context of the French National Al
Strategy”, Francois Lambotte and Anja Martin-
Scholz examine the work required to repair data
in cancer registries. The need for this repair work,
the authors show, is exacerbated by changes in
health data governance resulting from a national
Al strategy. Drawing from ethnographic fieldwork,
the article contrasts the context-agnostic policy
view on Al-driven transformation with the highly
context-specific, manual, and labour-intensive
repair practices carried out by human experts
in the cancer registries. Theoretically, Lambotte
and Martin-Scholz combine the notion of ‘regime
of knowing’ with the notion of ‘broken data;
producing an in-depth analysis of intertwined
elements of care, know-how and power relations
that play out in repair work carried out to create
data and maintain its quality. As the article shows,
this repair work involves both manual technical
fixes in the registers, as well as the maintenance
of political, economic, social, or normative
elements of cancer registries themselves, notably
including the (often ad hoc) arrangements
between different institutions. All these elements
get increasingly disrupted by Al-related develop-
ments, leading to an increasing need for repair
work.

In the fifth and final article of the Special Issue,
“The Darker Qualities of Repair”, Minna Rucken-
stein examines the aftermath of the introduc-
tion of a healthcare data management platform.
This algorithmic system was a repair attempt
to begin with, aimed at improving healthcare
by reorganising workflows and generating new
data resources. Based on a series of workshops
with physicians using the system, Ruckenstein
examines the consequences this had on physi-
cians and their work. The analysis reveals that
repairing healthcare with an algorithmic system
was a disruptive act that derailed physicians’
existing workflows and led to repetitive down-
stream repair tasks. Ruckenstein characterises
different aspects of this repair work as a ‘darker’
form of repair: it is a burden for physicians, who
end up performing tasks that not only feel
pointless and frustrating, but also distract them
from the goal of helping patients. Further, the
repetitive reparatory tasks fail to repair anything

or lead to meaningful improvements. The article
puts forth the darker qualities of repair as a lens to
examine whose aims and interests are served by
data-driven reforms, and to evaluate and antici-
pate breakdowns that accompany them.

Repairing (with)
algorithmic systems

To round up this Special Issue’s discussions on
repairing (with) algorithmic systems, we highlight
five fronts of repair debates that the contributions
participate in.

Qualities and modalities of repair. The arti-
cles in this Special Issue address different stages
of development related to algorithmic systems
and Al in the public sector: the promissory stage
prior to system implementation when algorith-
mic systems are proffered as solutions to broken
aspects of services provided in the public sector
(Neves et al.), the aftermath of an algorithmic sys-
tem’s introduction (Ruckenstein), different break-
downs that occur with an existing and operating
system (Carillon; Alastalo and Lehto), and the data
repair work that takes place at the backstage of
health and care, but that is increasingly required
by expected Al transformations (Lambotte and
Martin-Scholtz). In these analyses of breakdown-
repair processes, the authors encounter various
forms of breakdown, and various modalities or
qualities of repair.

Neves and colleagues analyse breakdown and
repair as attempts to create agreement that the
existing order in long-term care is compromised in
a specific way, and that commercial Al developers
provide the desirable means to re-establish order.
This does not mean simply the return of the old
order: the breakdown constructed here requires a
transformation — one that advances the Al indus-
try’s interests. In both Carillon’s and Ruckenstein’s
articles, identifying the modality or quality of
repair is at the heart of the analysis. For Carillon,
repair appears in the form of ‘patching’ that is
not targeted at the root cause of the breakdown.
Instead, repairs are carefully constructed so that
the algorithmic system’s legitimacy is not threat-
ened or, in other words, unwanted transforma-
tions do not occur. Ruckenstein’s analysis suggests
that many qualitatively different repair processes
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can be simultaneously at play when algorithmic
systems are brought in to rearrange organiza-
tional practices. These different qualities of repair
may be far from productive and renewing: it can
rather be a burden. Alastalo and Lehto deal with
a constant cycle of breakdown and repair. In their
case, the robot’s breakdowns are its well-known
feature, and what they discuss exhibits qualities
of broken world thinking. Their analytical solution
is to focus on the friction that creates the broken
world. Lambotte and Martin-Scholtz analyse
broken data and its repair, and discover laborious
acts of data maintenance, but also maintenance
of a more social kind, such as relations of power
between institutions. Transformations, in their
case, are not contained within repair work which
remains a conservative force, but rather enter from
the outside, as national Al strategies and policies
bring with them new data-related requirements.

All of this points to the value and importance
of breakdown and repair as analytical approaches,
and different modalities and qualities of repair
as an ‘analytical toolkit’ as Ruckenstein suggests.
It also points to the need to carefully consider
and distinguish what breaks down, the qualities
of repair that enter as a response, and the limits
of these concepts. What externally appears as
repair, for example, may not inherently conform to
positive or empowering qualities often suggested
by the notion. The ‘permanent beta’status of many
algorithmic systems also poses a risk of flattening
their falling-apartness. While these systems are
always under repair, attention to various qualities
of repair can do more than just describe that state
and sustain and conform to it.

Repair vis-a-vis solutionism. The notion of tech-
nological solutionism is often invoked simply as
the technological fix to a more complex problem.
More potently, as Lotje Siffels and Tamar Sharon
have recently discussed (2024), solutionism can
be considered a mode of problem construction,
where available technologies begin to constitute
problems. As Neves and colleagues highlight
in their contribution to this Special Issue, the
notion of technological solutionism can be use-
fully paired with the conceptual tools of break-
down and repair. Armed with these concepts, we
can begin to see how generally available forms
of Al applications, and particularly rigid expecta-

tions for their value and performance (Lehtiniemi,
2024), come to define what is a problem, what
is considered a breakdown, and what does not
work according to expectations. Available means
to solve problems therefore begin to define both
what is considered to be broken and how to repair
it. The relationship between solutionism and
repair might be considered in terms of the ‘slip-
page’ that Henke and Sims (2020: 19) discuss: a
contrast is drawn between a system now and its
desired state and then repair with algorithmic
systems is posed as a means to bridge between
the two. To be clear, the issue here is not that the
existing order begins to look undesirable when
conditions change along with new technologies.
Rather, the issue is that breakdowns thus con-
structed are not necessarily the ones that most
pressingly call for repair. As Siffels and Sharon
(2024: 125) point out, attention to solutionism
“allows one to focus on how the problem defini-
tion for which a technosolution is proposed came
to be and to question if this was done well”. Break-
down and repair as a form of techno-solutionism
remains a theme with broader applicability in the
kinds of ‘Al transformations’ that emerge across
fields of application. This approach takes some
of the shine away from the largely positive and
forward-looking associations with the notion or
repair, a theme we will return to later.

Methodologies to study breakdown and
repair. Three out of the five articles included in
the Special Issue employ ethnographic methods,
broadly understood. This, in our view, speaks of
the contexts in which the processes of breakdown
and repair can be observed. As Alastalo and Lehto
describe in their contribution to this issue, their
focus on the constantly-breaking-down robot was
not initially planned. Rather, this breakdown, or
‘friction’ as they call it, caught their attention dur-
ing observations. Breakdown and repair, in other
words, left a mark (Denis and Pontille, 2025), and
this served as an invitation to investigate the issue
further. In their contributions, Carillon as well as
Lambotte and Martin-Scholz similarly encoun-
tered breakdown and repair work during their
empirical investigations. Even though breakdown
makes things visible, smaller and constantly ongo-
ing breakdown-repair processes are probably
more likely to escape analytical attention unless
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they are observed in this way. More spectacular
breakdowns can attract attention from afar - the
potentially publicly highly visible breakdowns of
the recommended system investigated by Caril-
lon being an example - but details about them
can also be most likely captured in the course of
ongoing observation.

Repair and optimism. At its heart, repair appears
as an optimistic and forward-looking concept:
something noble or empowering is involved in
attempts to return things to order, or to fix, renew,
restore, or care for things. When something is
framed to be in need of repair, the feeling of pro-
gress might be difficult to contest, and those
involved in repair can experience involvement
in making things better. Great expectations are
placed, for example, on the opportunity to fix or
improve public services as more data becomes
available. This is clearly visible in healthcare,
where data, and already existing data practices,
are expected to feed innovation powered by Al.
However, as Ruckenstein extensively discusses,
attempts to repair things involve also darker
aspects: repair might fail in its intentions and
shape physician’s daily work in ways that do not
give them much reason for optimism. As also
Lambotte and Martin-Scholz as well as Alastalo
and Lehto show, repair related to algorithmic sys-
tems in practice means various forms of practical,
grassroots-level human work and recontextualiza-
tion. Often this might happen without the pos-
sibility to consider, let alone affect, how repair is
done and what is its purpose.

The veneer of optimism might also hide other
important questions, such as those of power and
possibility: Who gets to maintain the existing order
with repair, and what consequently gets hidden or
contained (Carillon, this issue)? Hopes placed in
repairs with algorithmic systems may postpone
other urgently needed repairs if resources get
diverted from other already well-known solutions
(Neves, this issue), or because accumulation of
‘more data’ is argued to be needed before any
action can be taken (Hoeyer, 2019). Thus, promis-
sory repairs might distract from the kind of repair
the world needs right now, and repairing with
algorithmic systems can involve the avoidance of
repairing by other means.

Repair and the human side of algorithmic
systems. Finally, the contributions to this issue
underline that repair related to algorithmic
systems can implicate the humans and the human
work involved in those systems in different ways.
Attention to repair can make visible how the
construction of breakdowns and their repair
might cast humans as lacking as Neves and
colleagues describe in their contribution, framing
human deficiencies as the reason for repair. Alter-
natively, attention to breakdown and repair can
help recognise necessary and unavoidable acts of
care, maintenance, or assistance that keep algo-
rithmic systems and processes up-and-running,
as Alastalo and Lehto, as well as Lambotte and
Martin-Scholtz, discuss in their contributions.
Attention to breakdown and repair can show
how repairing apparently technical breakdowns
can also, or even primarily, target human and
organisational relations, as Carillon’s analysis
shows. And more reflexive approaches to repair
might help recognize how attempts to repair
with algorithmic systems can derail humans from
focusing on what matters to them, ethically and
professionally, as Ruckenstein’s contribution to
this issue helps us see. Repair is a socio-technical
phenomenon involving interventions in all the
social and technical aspects of keeping systems in
working order. But we would argue it can also be
something more: in all of the above senses, repair
can turn attention to how humans are affected,
implicated, required by, or are constitutive parts
of, algorithmic systems.
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