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Philosophy of science and technology presents 
critical arguments challenging the motives behind 
technological innovation (Sismondo, 2010). The 
accumulation of scientific knowledge also con-
tributes to solving real-world problems (Fuller, 
2005). Moreover, modernization theory envisions 
a social process coupled with economic improve-
ment and, as a result of technological develop-
ments, that contributes to social development as 
well (Hälterlein, 2023; Misa et al., 2003). AI technol-
ogy is applied science that offers social benefits 
through economic development (Biegelbauer, 
1998). However, AI technology should not be the 
final determinant in enhancing human develop-
ment (Cross, 2018). It can offer enhancements to 
decision making and resource allocation where 
there are human limitations (Hälterlein, 2023), but 
humans still play a pivotal role in making ethical 
decisions. It is this theme that pervades Darrell M. 
West and John R. Allen’s Turning Point: Policymak-
ing in the Era of Artificial Intelligence. Their work 
shows how the three threads from research on sci-
ence and technology studies are pulled together 
with respect to emergent AI technology. 

Artificial Intelligence has evolved as a trans-
formative technology with the opportunity to 
revolutionize various aspects of our lives (West 
and Allen, 2020). Its capability to analyze vast 
amounts of data, recognize patterns, and learn 

from experience has significantly improved 
healthcare, transportation, and finance (Ben Yahia 
et al., 2021; Davenport and Kalakota, 2019; Xie, 
2019). For example, AI-powered medical systems 
can provide personalized patient treatment plans, 
leading to better health outcomes and reduced 
costs. Self-driving cars promise to make transpor-
tation safer and more efficient (Amann et al., 2023; 
Stilgoe, 2018). Financial institutions use AI algo-
rithms to detect fraudulent activities and make 
more accurate predictions (Goodell et al., 2021). 
However, as AI becomes increasingly capable, 
there are concerns about its potential risks and 
ethical implications (Charles et al., 2022). The rise 
of automation and AI-driven systems may lead 
to significant job displacement in some sectors, 
raising questions about how society will address 
this displacement and support those impacted 
(Howard, 2019). In addition, there are public 
concerns about the potential for biases in deci-
sion-making, particularly in areas such as hiring, 
lending, and criminal justice, where AI systems 
may perpetuate existing inequalities (Yam and 
Skorburg Joshua, 2021). As such, it is crucial 
that we carefully consider the development and 
deployment of AI technologies to ensure that 
they are designed and used in ways that align 
with ethical and social values (Elliott et al., 2021). 
It will require a collaborative effort from policy-
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makers, industry leaders, and society to establish 
clear guidelines and regulations that balance the 
benefits of AI with its potential risks (The Anh 
et al., 2020). By doing so, we can unlock the full 
potential of AI while ensuring that it benefits 
everyone fairly and equitably.

West and Allen lay out in significant detail 
many of these benefits. However, they are not 
pollyannaish about AI. Another clear theme are 
the myriad social challenges presented by the 
technology. These include privacy concerns, 
ethical decision making, the role of humans 
in the AI chain of action, and much more. AI 
safety issues been raised across multiple fields, 
including healthcare and transportation (Winter 
and Davidson, 2019; Winter and Carusi, 2022). 
Each of these concerns presents thorny issue for 
policymakers, but also opportunities for govern-
ments to protect citizens against ethical problems, 
including discrimination, and promote transpar-
ency. For example, bias reduction in the education 
sector may require reformation of school system 
structures and technology training for educators. 
In terms of equity, everyone should have access 
to technology regardless of their economic 
condition. Drawing from Brookings Institution 
survey data, the authors reveal the degree of 
public concern about AI safety. 

Success in maximizing the benefits of AI while 
reducing its potential downsides requires a 
suitable governance framework that establishes 
ethical guidelines and vertical and horizontal rules 
and enforces laws and appropriate regulations 
(Winter and Davidson, 2019; Winter and Carusi, 
2022). West and Allen offer a variety of thoughts 
on regulation, including the issue of governments 
balancing not squashing innovation with properly 
protection the public from corporate and govern-
ment excesses. To do so, government institutions 
should promote accountable processes and trans-
parent methods within public and private organi-

zations and with the public. In the private sector, 
some organizations, including IEEE and Microsoft, 
have considered integrating computer code that 
promotes ethical values like human safety, privacy, 
and fairness. There is a significant information 
asymmetry between private sector companies 
developing AI and governments trying to regulate 
a rapidly changing technological landscape. To do 
so effectively requires collaboration between the 
public and private sectors. 

While the book is excellent in its broad scope 
and gives the reader a solid understanding of 
the current state of AI, it cannot do everything. 
The regulatory recommendations are specific, 
but understandably limited in their depth. The 
authors raise the need to balance innovation 
and regulation, but do not offer a prescription for 
how to do this. Further, save brief attention in the 
chapters on defense applications and building a 
responsible AI, there was little discussion of the 
use of AI in the criminal justice system (Wirtz et al., 
2020). Given the stark inequalities in the United 
States and concerns about surveillance and over 
policing of minority communities, application 
of AI to the criminal justice system could stand 
its own chapter. For example, governments are 
considering integrating AI to assist lawyers in 
processing legal cases and research investiga-
tions on previously archived cases (Xu and Wang, 
2021). In the courtroom, AI has been proposed to 
assist judges in reviewing cases and improving 
sentencing decisions (Xu and Wang, 2021). Finally, 
AI can analyze large volumes of unstructured data 
and images to support law enforcement (Xu and 
Wang, 2021). 

Overall, the book is a valuable resource for 
anyone interested in understanding the potential 
benefits and challenges of AI integration in 
various sectors and highlights the need for ethical 
considerations and regulatory frameworks.
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