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Abstract 
In a case study approach, the paper traces how technological expectations have been influential in the 
creation of European institutions, R&D programmes and regulatory instruments and how they have 
contributed to processes of European integration. The first case study shows how the promises of a 
coming ‘Atomic Age’ have been mobilized to support the foundation of the European Atomic Energy 
Community and, thus, contributed to European integration in the post-WW2 era. The second case 
study analyses how the security stream within the EU’s framework programmes for R&D is shaped by 
the promise of ‘technosecurity’ and enacts the normative claim of the EU’s security integration in the 
post-Cold War era. The third case study analyses how the EU’s AI strategy and AI act articulate the vision 
of a ‘human-centric AI’ and how this vision is related to the EU’s current attempt to restore citizens’ trust 
in times of crisis.
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Article

Introduction
The future of the ‘European project’ has frequently 
been addressed as a question of developing and 
regulating new and emerging technologies that 
are at once praised as a driver of progress and 
seen as a major source of problems. In the post-
WW2 era, nuclear power fuelled the hope to 
replace all other power sources and ultimately 
lead Europe into an age of peace and prosperity. In 
its weaponized form, however, it became an exis-
tential threat to Europe being a likely battlefield 
of a nuclear war. In the post-Cold War era, digital 
infrastructures and Information and Communica-
tion Technologies (ICTs) became the lifelines of 
Europe’s high-tech societies and at the same time 
a source of their susceptibility to cyberattacks, 

natural disasters, major accidents and highly con-
tagious diseases. Recently, Artificial Intelligence 
(AI) has been imagined as a panacea for all kinds 
of societal grand challenges and as a multifaceted 
threat to the fundamental rights and even lives of 
the citizens of the European Union (EU). 

In order to take advantage of the opportuni-
ties, these technologies create and control the 
risks they entail, their development and regu-
lation have become problems that a European 
government and politics have to address. As they 
mobilized and legitimized activities and resources 
they contributed to the formation of governance 
of science, technology and innovation (ST&I) on 
a European level (Barry, 2001). However, the fears 
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and promises associated with these technolo-
gies not only sparked the definition of rules and 
undertaking of measures to push ahead innova-
tion or restrict their use. They also functioned as a 
crucial component of endeavours to advance the 
‘European project’. Within these endeavours, tech-
nologies became ‘Europe-building tools’, instru-
ments of connection either creating unifying 
themes for national policies or new challenges 
that could only be addressed collectively. 

The purpose of this paper is to acknowledge 
how European integration after WW2 was and 
is connected to technologies that figure both 
as objects of political intervention and as media 
for the construction of a political community. 
In a case study approach, the paper traces how 
technological expectations have been influ-
ential in the creation of European institutions, 
R&D programmes and regulatory instruments 
and how they have contributed to processes of 
European integration. The first case study shows 
how the promises of a coming ‘Atomic Age’ have 
been mobilized to support the foundation of the 
European Atomic Energy Community (EURATOM) 
and, thus, contributed to European integration in 
the post-WW2 era. The second case study analyses 
how the security stream within the EU’s framework 
programmes for R&D is shaped by the promise of 
‘technosecurity’ and enacts these promises in a 
way that reflects the normative claim of the EU’s 
security integration in the post-Cold War era. The 
third case study analyses how the EU’s AI strategy 
and AI act articulate the vision of a ‘human-centric 
AI’ and how this vision is related to the EU’s current 
attempt to restore citizens’ trust in times of crisis. 
The following section discusses the two relevant 
research strands on the topic and presents the 
central findings of the paper. 

Connecting technological 
expectations and European 
integration in a historical 
case study approach 
Expectations in science and technology have 
been studied under various terms such as tech-
noscientific promises, technophobia, guiding 
visions (‘leitbilder’), and (sociotechnical) imagi-
naries (for an overview, see: Konrad et al., 2017). 
These expectations can have a range of effects 

in the context of R&D, ST&I policies and public 
engagement. By promising future economic suc-
cess, they can attract investments from private 
and public actors (Beckert, 2013). They can serve 
as epistemic orientation and coordination in het-
erogeneous innovation networks by pre-selecting 
design options and synchronizing expectations 
(Fujimura, 2003). They influence the acceptance 
or rejection of technologies among users and 
the general public (Brown et al., 2000). And they 
legitimize or delegitimize the actions of public 
authorities such as the funding of national R&D 
programmes, investments in material infrastruc-
tures and legislative initiatives (Jasanoff and Kim, 
2009). While technological expectations and their 
effects have been studied in numerous contexts 
and with various scopes, their role in the crea-
tion of political communities and the imagination 
of nationhood has received comparatively little 
attention, especially with regard to the European 
project (see, for instance: European Commission 
and Directorate-General for Research and Innova-
tion, 2007 and Mager, 2017).

Investigating the technological dimension 
of European integration places this paper in the 
tradition of another research strand. Scholarship 
on the history of technology1 has shown that 
transnational infrastructures, material networks 
and the circulation of knowledge and artefacts 
have shaped European identities in a bottom-up 
“hidden integration” process starting in the 1850s 
(Misa and Schot, 2005: 2). Moreover, it has been 
proposed to view certain technology develop-
ments and large-scale technological projects 
“as a set of Europe-building practices in which 
specific concepts and visions of Europe became 
embedded in particular designs for artefacts and 
systems“ (Misa and Schot, 2005: 9). This research 
strand investigates the co-production of tech-
nology and Europe by means of what Gabrielle 
Hecht (1998: 15) has labelled technopolitics: “the 
strategic practice of designing or using tech-
nology to constitute, embody, or enact political 
goals”. While scholarship from the history of tech-
nology has focussed on the technopolitics of 
producing, standardizing and using technologies, 
infrastructures, products and expertise, the tech-
nopolitics of mobilizing and addressing expecta-
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tions in science and technology has received far 
less attention.

Connecting both research strands, this paper 
presents three cases that exemplify how techno-
logical expectations have shaped European inte-
gration processes after WW2.

The case studies primarily draw on in-depth 
analysis of European policy documents – state-
ments, reports, communications, treaties, and 
legal texts. All of them are publicly available 
via online repositories. These documents are 
the result of complex negotiation procedures 
between various actors which are, however, 
outside the scope of this paper. In addition, the 
case studies integrate research findings on various 
individual aspects of the topics that have been 
produced in STS and adjacent disciplines. Even 
though the aim of this paper is not to produce a 
comprehensive account of the history of European 
integration, the insights it provides go beyond the 
individual cases. Together, the three cases display 
shifting strategies to advance European integra-
tion and different meanings of the European 
project. But they also display a constant preoc-
cupation of European government and politics 
with the problems technology poses and with the 
potential benefits it promises. Moreover, the paper 
reveals recurrent themes that prevail throughout 
the cases: the security-technology-nexus, the 
problem of constructing a single market for tech-
nologies and the need to address their potential 
dual-use. Combining historical and contemporary 
cases, thus, enables us to reflect the simultaneity 
of continuity and discontinuity in the making of 
Europe.

The ‘Atomic Age’ - nuclear 
power and European integration 
in the post-WW2 era
The end of WW2 not only marked a rupture in 
European history but also heralded the ‘Atomic 
Age’. Advancement in harnessing the power of 
atoms created new, ambivalent relationships 
among science, technology and society. On the 
one hand, these advancements led to the devel-
opment of nuclear weapons whose destructive 
power has been demonstrated to the world with 
the bombings of Hiroshima and Nagasaki. These 

events not only led to the unconditional surrender 
of Japan but were also catalysts for a ‘Cold War’ 
arms race that culminated in the antagonistic con-
flict of two superpowers equipped with weapon 
arsenals of unprecedented destructiveness. The 
notion of ‘nuclear exceptionalism’ was cultivated 
to indicate both the exceptional nature of this 
human creation and the exceptional global power 
of the U.S. and the Soviet Union (Hecht, 2006). 
Consequently, the decision to build or possess 
nuclear weapons may not only follow security and 
defence considerations but also serve the sym-
bolic purpose of demonstrating national strength 
and greatness. Becoming a nuclear weapon state, 
thus, shapes and is shaped by a state’s national 
identity (Sagan, 1996). For anti-nuclear activists 
and engaged scientists, however, the mere pos-
sibility of a first (or pre-emptive) strike carried out 
by one of the nuclear powers, no matter how likely 
or unlikely, revealed that technoscience is produc-
ing risks of vital scope. The dystopian imaginary 
of a ‘nuclear apocalypse’ that could consume all 
life on the planet stood as a symbol of a soci-
ety that creates the powers of its annihilation. It 
sparked the creation of popular culture, mobilized 
nuclear disarmament movements and led to the 
implementation of nuclear civil defence systems 
in the U.S., the Soviet Union and almost all coun-
tries of Western Europe (Cronqvist et al., 2022). On 
the other hand, the peaceful use of nuclear power 
was celebrated as the solution to the problem of 
securing a sufficient energy supply for the grow-
ing national economies. The origins of this prom-
ise can be traced back to the early days of research 
on radioactivity (Weart, 2012). After WW2, the U.S.’ 
Atoms for Peace campaign, as well as international 
conferences, science exhibitions and media repre-
sentations publicly promoted nuclear power as 
the ultimate solution to future energy problems 
(Spiering, 2011; Trischler and Bud, 2018). Nuclear 
energy was expected to replace all other power 
sources and ultimately lead to an age of peace 
and prosperity for humankind since it would “pro-
vide the power needed to desalinate water for the 
thirsty, irrigate deserts for the hungry, and fuel 
interstellar travel deep into outer space.” (Sova-
cool, 2011: 259) The imaginary of a coming ‘Atomic 
Age’ as a desirable future equated the peaceful 
use of nuclear power with progress and modernity 
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per se. It sparked the imagination of inventors and 
policymakers alike, leading to the development of 
food irradiation and nuclear medicine and legiti-
mizing research funding for the development of 
nuclear-powered cars and aircraft. 

For the two superpowers as well as many 
countries both in Europe and on the ‘nuclear 
periphery’, the development and regulation of 
nuclear energy offered the possibility to secure 
economic progress, demonstrate technological 
prowess, and present themselves as guided by 
rational, scientific means (Hecht, 1998, 2006; 
Jasanoff and Kim, 2009; Kaijser, 2021; Richers et al., 
2018; Welsh, 2000). At the same time, developing 
or being in the possession of nuclear weapons 
became the ultimate signature of the geopolitical 
status of a nation (Hecht, 2006). For the making 
and shaping of Europe, ‘nuclear identity’ has been 
no less important. The promises of a coming 
Atomic Age influenced the articulation of a vision 
of Europe that rested on the classical modern 
understanding of progress as a marker of the 
ties between science and the state. It portrayed 
a „European government that was based on the 
advanced areas of scientific research and justified 
by the increasing economic demands of science.“ 
(Barry and Walters, 2003: 310) This entanglement 
of Big Science with early post-WW2 politics was 
different from the one in the U.S., the Soviet Union, 
the U.K. and France where publicly funded nuclear 
research was connected to both, nuclear energy 
and nuclear weapons development (Hecht, 1998; 
Holloway, 1994; Krige, 2016; Rhodes, 1988; Richers 
et al., 2018; Welsh, 2000). By drawing a dividing 
line between the military and the civil use of the 
atom, between the utopian and the dystopian 
elements of the ‘Atomic Age’, European integra-
tion was envisioned as a result of cooperation in 
the nuclear energy sector only.

Due to the geopolitical constellation that 
placed Europe at the centre of the “Cold War’ it 
was widely expected that the continent would be 
turned into a battlefield in case of a clash of the 
two superpowers (Spiering, 2011: 171). Therefore, 
nuclear deterrence played a fundamental role in 
keeping peace and preserving stability on the 
continent. As part of the North Atlantic Treaty 
Organisation (NATO) strategy of Western defence 
integration and nuclear deterrence policy, both 

land- and air-based delivery systems of the U.S. 
Army were deployed in the U.K., France, Belgium, 
Germany, the Netherlands, and Italy since the 
1950s. For most of the European NATO members, 
nuclear deterrence rested on the U.S. (except for 
Britain and France). Only two Western European 
states successfully developed their own nuclear 
deterrent – Britain in 1952 and France in 1960. 
While the British nuclear programme benefited 
strongly from U.S. aid and consequently led to 
a status where its nuclear forces were fully inte-
grated into the nuclear defence strategy of the 
NATO, France used its nuclear weapons (the ‘force 
de frappe’) to gain the ability to distance itself 
from NATO and to defend France even if the U.S. 
refused to assist in the event of a Soviet nuclear 
attack or invasion. On the contrary, an integrated 
deterrence under the collective control of Western 
Europe (as a result of the ‘Europeanisation’ of the 
French nuclear deterrence) never became a real 
option (Sauer, 2020).2 This dependency in the 
field of nuclear deterrence was symptomatic of 
the failure of European security and defence inte-
gration during the ‘Cold War’. In 1954, an early 
attempt to create a European Political Community 
(EPC) – envisioned as a combination of the existing 
European Coal and Steel Community (ECSC) and 
the proposed European Defence Community 
(EDC) – failed after the French National Assembly 
refused to ratify the Treaty establishing the EDC 
which proposed the creation of a European army 
at the disposal of the EDC. 

However, already in June 1955, the foreign 
ministers of the six member-states of the ECSC 
proposed „to take a new step on the road of 
European construction“ (Commission of the 
European Communities, 1955: 2) through both 
‘horizontal’ integration by establishing a common 
market and ‘vertical’ integration in the transport 
and energy sector. Besides securing the supply 
of conventional energy, one of the objectives 
defined in the Messina Declaration was the „devel-
opment of atomic energy for peaceful purposes“ 
which “will very soon open up the prospect of a 
new industrial revolution beyond comparison 
with that of the last hundred years“ (Commis-
sion of the European Communities, 1955: 2). Here, 
the Messina Declaration used the high expec-
tations regarding nuclear energy to call for a 
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collective endeavour. This endeavour, however, 
would necessarily imply a transfer of power from 
the nation states to a new European institution: 
Sectoral integration in the field of nuclear energy 
would require „the creation of a joint organization 
to which will be assigned the responsibility and 
the means to secure the peaceful development 
of Atomic Energy“ (Commission of the European 
Communities, 1955: 2). With the creation of 
the European Organization for Nuclear Research 
(CERN) in 1953 and the European Atomic Energy 
Society (EAES) in 1954, two joint organizations had 
already been established. However, the missions 
of both organizations were limited to research 
cooperation. While the CERN was supposed to 
create a European laboratory for basic research 
in nuclear and particle physics, the EAES was 
supposed to facilitate exchange on civil nuclear 
energy research by organizing meetings for scien-
tists and engineers working in the field (European 
Atomic Energy Society, 1954). The objectives of 
nuclear energy integration as envisioned in the 
Messina Declaration and the Spaak Report (Comité 
intergouvernemental créé par la conférence de 
Messine, 1956) would go beyond research coop-
eration and would also include common invest-
ments and joint ventures, the centralized supply 
of the member states with ores and nuclear fuel, 
a common market for materials, tools and special 
equipment, and a new European organization 
with exclusive competences in nuclear energy 
matters and far-reaching supervisory powers.3 This 
new organization would operate under the name 
European Atomic Energy Community (EURATOM). 

There was ample reason to believe in the 
success of this endeavour. Being a technology 
under development, nuclear energy was perceived 
as an unregulated field of S&T policy (Barry and 
Walters, 2003: 309). Thus, there was hope that 
common efforts in the nuclear energy sector 
would not have to deal with established national 
interests and could gain the benefits of collabo-
ration in scale. Moreover, in its nascent stage, 
EURATOM was strongly supported by the U.S. 
since a regional organization for the promotion 
of civilian nuclear power in Europe was perceived 
as a focal point for the extension of the “Atoms 
for Peace” program beyond research.4 In the 
eyes of the State Department and the Secretary 

of State John Foster Dulles, “nuclear science and 
technology provided the material infrastructure 
that would help bind the U.S.’s continental allies 
together” (Krige, 2008: 7). A second important 
assumption in favour of sectoral integration in the 
nuclear energy field was that necessary invest-
ments in infrastructure (including a steady supply 
with raw materials) and technology of nuclear 
R&D were so cost-intensive that they exceeded 
the financial capabilities of medium and small 
states of Western Europe. Therefore, the pooling 
of financial resources, industrial capacities and 
varied skills seemed to be the only way to let the 
promises of the peaceful use of the atom come 
true. This argument was first brought up in a 
report for the OEEC, commissioned in early 1954 
and published in June 1955. The report predicted 
that „[n]uclear energy gives Europe the possibility 
of having an abundant supply of power at steadily 
decreasing cost in 15 or 20 years’ time“ (Armand, 
1955). However, „as many Member countries do 
not seem to dispose of the means required for 
carrying out a nuclear programme and there are 
a great many technical problems the solution of 
which will call for a co-ordinated effort backed by 
the mobilised industrial potential of all Member 
countries.“ (Armand, 1955) Finally, a third factor 
played into the hands of those political forces 
in favour of a collective effort in nuclear energy 
production: the perceived scarcity of fossil fuels 
at that time. In October 1956, the Ministers of 
Foreign Affairs of the six ECSC member states 
commissioned a report “on the amounts of 
nuclear energy which can be produced in the 
near future in the six EURATOM countries, and the 
means to be employed for this purpose“ (Armand 
et al., 1957: 13). The report entitled A Target for 
EURATOM highlighted the lack of significant coal 
deposits in Europe as well as the extent to which 
the ECSC countries were already dependent on oil 
from the Middle East. Moreover, it anticipated a 
growing need for energy over the next few years 
as requirements would double in ten years and 
treble in twenty. Therefore, any interruption of oil 
supplies would imply tremendous risks. Accord-
ingly, the report recommended the replacement 
of power stations running on coal and oil and the 
creation of a nuclear sector producing competi-
tively priced electricity:
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if our countries, guided and stimulated by 
EURATOM, make the necessary effort they will in 
future command - as the New World does now - 
abundant and cheap energy supplies, enabling 
them to enter boldly into the atomic era. (Armand 
et al., 1957: 17)

With the Treaty of Rome, signed in March 1957, 
EURATOM was established along with the EEC. 
Re-articulating the promises of the ‘Atomic Age’, 
the preamble of the Treaty establishing EURATOM 
states “that nuclear energy represents an essential 
resource for the development and invigoration 
of industry and will permit the advancement of 
the cause of peace” (EURATOM, 1958). The prom-
ise of energy security, however, was attached to 
a vision of Europe as the preamble expresses the 
conviction “that only a joint effort undertaken 
without delay can offer the prospect of achieve-
ments commensurate with the creative capacities 
of their countries” (EURATOM, 1958). Accordingly, 
the primary tasks of the nuclear energy com-
munity are “to contribute to the raising of the 
standard of living in the Member States […] by 
creating the conditions necessary for the speedy 
establishment and growth of nuclear industries” 
(EURATOM, 1958: 13). In order to perform this task, 
the Community shall undertake actions to ensure 
a regular and equitable supply of raw materials 
as well as commercial outlets and access to the 
best technical facilities (Article 2). For the former 
action, a EURATOM Supplies Agency (ESA) was to 
be created that would own and control the sup-
ply of all fissile materials in the Community. For 
the latter action, the Community shall create a 
common market for special materials and ensure 
free movement of capital for investment and free-
dom of employment for specialists in the nuclear 
energy sector. Furthermore, the Community is 
to “promote research and ensure the dissemina-
tion of technical information” (Article 2). Besides 
the promotion of nuclear research in the Mem-
ber states, community research and training pro-
grammes and Joint Nuclear Research Centre were 
to be set up (Articles 4 and 8). 

While the primary mission of EURATOM was 
the promotion of a nuclear industry within the 
Community, its secondary mission was the regula-
tion of this industry. Accordingly, the Treaty defines 
measures by which the risks associated with the 

peaceful use of the atom should be governed. On 
the one hand, the Community declared to satisfy 
itself that “ores, source materials and special fissile 
materials are not diverted from their intended 
uses as declared by the users” (Article 77). The 
Treaty introduces a system of safeguards designed 
to ensure that civil nuclear material is not diverted 
for military purposes. However, the Treaty neither 
prohibits nor explicitly permits the possession of 
nuclear weapons. This was a sine qua non for the 
inclusion of France which was pursuing its nuclear 
weapons program at that time and threatened a 
veto if the treaty would include such a prohibi-
tion clause. On the other hand, EURATOM aimed 
to establish and apply uniform safety standards 
for the protection of the health of workers and the 
general public against the dangers arising from 
ionizing radiation.

At the time of its adoption, EURATOM was 
seen as a progressive and charitable endeavour 
centred on promoting the collective development 
of a civil nuclear industry in Europe. However, 
while the CERN is acclaimed to be the model of 
successful European cooperation (Lalli, 2021; 
Mobach and Felt, 2022), this is not the case with 
EURATOM which is widely considered to have 
failed (Wolf, 2011) mainly for three reasons. Firstly, 
EURATOM wasn’t able to coordinate national 
efforts in nuclear R&D. Eventually, national 
interests prevailed and the member states used 
higher funds for their national nuclear energy 
programs than they made available to EURATOM 
(Commission of the European Communities, 1968: 
13). Secondly, contrary to the pessimistic forecasts 
preceding the EURATOM Treaty, global oil reserves 
proved to be sufficient due to the discovery of 
new deposits in the Global South, the expansion 
of production in the Soviet Union, and offshore 
production in the North Sea. Thirdly, the promises 
of a coming ‘Atomic Age” lost their persuasiveness 
with nuclear energy increasingly being problem-
atized both in terms of the possibility of nuclear 
accidents with disastrous consequences and in 
terms of the risks deriving from the handling and 
storage of nuclear waste. 

The historical relevance of EURATOM, however, 
should not only be judged by its failure to 
create an integrated European nuclear industry. 
EURATOM embodied a vision of the European 
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project that highlighted sectoral integration in the 
field of nuclear energy production as a necessary 
complementary approach to the project of a 
common market since an adequate supply of 
energy was imperative to sustain economic 
growth and political stability (Krige, 2006). In the 
period preceding the ratification of the Treaty of 
Rome, it was widely believed that EURATOM “held 
the greatest promise of success, while the EEC 
negotiations faltered” (European Parliament, 2002: 
12). Moreover, the pairing of the two European 
Communities is considered as a “crucial factor in 
initially persuading and eventually convincing 
a sceptical French Government to engage with 
European integration after the embittering 
experience of the aborted European Defence 
Community” (European Parliament, 2002: VII). 
Therefore, the political radiance of EURATOM has 
been no less than the one of the CERN and other 
Big Science collaborations in Europe (Cramer, 
2020). At a time when the ‘Atomic Age’ could still 
be understood in a positive, futuristic sense and a 
European identity was (even more than it is today) 
a fragile construct, the promises of a collective 
endeavour in nuclear energy production became 
a catalyst for European integration after WW2. 

‘Technosecurity’ - European 
security research and security 
integration in the post-9/11 era
While the EURATOM treaty is still in force and 
nuclear energy is accounting for about one-fourth 
of the electricity produced in the EU, the promise 
of nuclear power to provide the ultimate means 
for peace and security has become even more 
controversial in the aftermath of the 1986 Chorno-
byl and the 2011 Fukushima disasters. With regard 
to the EU’s objective to reach climate neutrality by 
2050, most member states classify nuclear power 
as a ‘clean energy’ while some strictly oppose this 
view. The fear of Europe becoming a nuclear bat-
tlefield, on the other hand, lost ground after the 
fall of the iron curtain while at the same time a 
new imaginary of (in)security emerged that runs 
contrary to the categorical distinction between 
domestic and military security. The security of 
Western nation-states and their populations no 
longer appeared to be threatened by a clearly 

identifiable military enemy, but by a heterogene-
ous spectrum of threats, ranging from terrorism 
to transnational organized crime, large-scale dis-
asters, illegal migration, and the spread of viruses 
throughout physical and virtual space. These 
multi-faceted, dynamic factors are seen as glo-
balized insecurities of an increasingly globalised 
world, in which the circulation of people, goods, 
information and risks does not stop at national 
borders (Beck, 1998). Therefore, the post-Cold War 
security policies are addressing the ambiguity of 
the technological constitution of a physical and 
virtual network society (Dillon, 2002): digital infra-
structures and Information and Communication 
Technologies (ICTs) are considered to be the life-
lines of high-tech societies and at the same time 
a source of their susceptibility to cyberattacks, 
natural disasters, major accidents and highly con-
tagious diseases (van der Vleuten et al., 2013). As 
‘vital systems” they simultaneously foster new 
forms of vulnerability (Lakoff and Collier, 2010). 
Moreover, they enabled the formation of interna-
tional terror networks. The same line of thinking 
applies to the technoscientific achievements of 
modernity in general. They are treated as both, 
targets that need protection and veritable threats 
to security. As Langdon Winner has put it: “The 
horror of the World Trade Centre attack was that 
the power of two wonders of modern technol-
ogy – the skyscraper and the jet airliner – came 
crashing together causing the carefully contained 
power of both systems to be released in cata-
strophic explosion, inferno and collapse.” (Winner, 
2004: 166)

At the same time, however, technologization 
is praised as the new silver bullet for security 
issues (Aas et al., 2009; Ceyhan, 2008; Marx, 
2001). Legitimized by the sheer complexity, 
diversity and interconnectedness of tasks – such 
as fighting terrorist networks, organized crime 
and illegal migration, cybersecurity, public health, 
disaster management, and critical infrastruc-
ture protection – and driven by the technoscien-
tific promises of a growing security industry, the 
use of advanced technologies is becoming (or is 
supposed to become) a key element of security 
practices in various contexts. According to this 
new “technosecurity paradigm” (Mattelart, 2010: 
137), there seem to be technological fixes for all 
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security issues: facial recognition that identifies 
search-listed criminals and terrorists in real-time 
(Möllers and Hälterlein, 2013), body scanners and 
other sensory devices that detect weapons and 
dangerous substances at airports (Leese, 2015); 
satellite images and biometric passports that 
enable efficient border management; software 
that forecasts places and times of future crimes 
(Hälterlein, 2021); ICTs that enable efficient coor-
dination of emergency and crisis response activi-
ties (Hälterlein et al., 2017) etc. In terms of security, 
technology, thus, is a double-edged sword: its 
omnipresence in western societies is considered 
to be one of the main causes of insecurity. At 
the same time, the deployment of security tech-
nologies is promoted as the ultimate solution 
for security authorities “to address our present 
problems and fears” (Bigo and Carrera, 2005: 3). 

However, the promise of ‘technosecurity’ not 
only had an effect on security work but created 
new impulses to European integration as well. 
Already through the Maastricht Treaty of 1992, 
the Member States of the EU agreed on cross-
border operational cooperation in dealing with 
their internal security challenges, consisting of 
judicial cooperation in criminal matters and coop-
eration of law-enforcement and border-manage-
ment agencies. With the Amsterdam Treaty of 
1997, security measures were grouped under the 
heading of the area of freedom, security and justice 
(AFSJ) “in which the free movement of persons is 
ensured in conjunction with appropriate measures 
with respect to external border controls, asylum, 
immigration and the prevention and combating 
of crime” (European Union, 1997: Article 1(5)). 
However, in face of the common threats and chal-
lenges „of the dynamic and global twenty-first 
century“ (Council of the European Union, 2010: 
3–4) that are „cross-border and cross-sectoral“ 
and therefore „go beyond our national, bilateral 
or regional capability“ (Council of the European 
Union, 2010: 3–4), a more integrated approach 
was deemed necessary. Under the umbrella of 
the AFSJ, a new type of cooperative policy activity 
at the European level emerged in the post-9/11 
era that „crosses sectoral boundaries, draws in a 
number of governmental and societal actors, and 
comprises a variety of institutional venues“ (Boin 
et al., 2006). 

To a large extent, this cooperative security 
policy is shaped by the promise of ‘technosecu-
rity’. Driven by the expectation that technolog-
ical measures would provide security in the EU, 
numerous databases and information-sharing 
systems have been implemented: the European 
Dactyloscopy (EURODAC) in 2003, the Europol 
Information System (EIS) and the Customs Infor-
mation System (CIS) in 2010, the European 
Criminal Records Information System (ECRIS) 
in 2012, and the European Border Surveillance 
System (EUROSUR) in 2013. While the implemen-
tation of these systems aims at integration and 
interoperability of national security practices 
through digital technologies and data infrastruc-
tures, a strong focus has been placed on fostering 
innovation by including civil security research in 
the Joint Research and Development Programme 
of the European Commission. Due to its exclu-
sively civilian nature, the European Security 
Research Programme (ESRP) does not include 
direct funding for defence and military tech-
nology. Yet, it enables funding for dual-use tech-
nology that can be applied for both civilian and 
military purposes.

First steps towards establishing the ESRP as a 
new field of European security cooperation were 
taken with the creation of the Group of Person-
alities on Security Research in 2003, the European 
Security Research Advisory Board in 20055 and 
the launch of the Preparatory Action on Security 
Research in 2004. Eventually, security research 
was implemented within the 7th Framework 
Programme for Research, Technological Devel-
opment and Demonstration (FP7) in 2007 with 
a proportional budget of EUR 1.25 billion. The 
Security theme of FP7 was conceived as a mission-
oriented programme, addressing four main 
security challenges: Security of citizens, Security 
of infrastructures and utilities, Intelligent surveil-
lance and border security, and Restoring security 
and safety in case of crisis (European Commission, 
2015: 1). Since then, funding has increased contin-
uously in terms of budget and scope. In the 2014 
to 2020 period, the Horizon 2020 programme 
has allocated some EUR 2 billion to its ‘Secure 
Societies’ pillar which is about 50% of all public 
financing for security research in the EU. Research 
and innovation are carried out by consortia 
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projects that enact a cross-border collabora-
tion of policy-makers, security practitioners, the 
security industry and academia or by the EC’s 
Joint Research Centre (JRC). The majority of the 
hundreds of projects that have been funded under 
the European Commission’s Preparatory Action for 
Security Research, FP7 and Horizon 2020 focused 
on technical solutions “needed by those on the 
front line who must deal with terrorism, cyber-
crime, firearms, human trafficking and natural 
disasters.” (European Commission, 2018d: 27)

Several arguments have been put forward justi-
fying the ESRP instead of exclusively relying on 
national R&D programmes of EU member states or 
even non-EU providers. Firstly, pooling resources 
at the EU level is expected to generate added 
value, since it „facilitates finding solutions much 
faster and more efficiently compared to what can 
be done at national level.” (European Commission, 
2017: 29–30). EU funding for cross-border collab-
oration would generate synergies by breaking 
down the fragmentation across Europe’s security 
sector and national markets. For European trans-
national corporations, there are high barriers 
to EU-wide market entry since the market for 
security products does not function as a ‘single’ 
EU market yet. It is fragmented into national 
markets with nation-specific demands driven by 
the nation-specific requirements of the respective 
public authorities, technical standards, and public 
procurement rules. This makes economic growth 
and market expansion difficult for the European 
security industry (European Commission, 2004). 
The problem of constructing a single market has 
been virulent in debates on European Integration 
during the 1980s and 1990s. Against the backdrop 
of cross-border security threats, market fragmen-
tation is perceived as a source of vulnerability 
that has to be tackled. Therefore, establishing 
“a better functioning Internal European Market 
for security technologies” (European Commis-
sion, 2012: 3) through EU-wide standards and 
harmonized certification schemes is one of the 
main objectives both of the EU’s security industry 
policy and the security research pillar of the 
framework programmes. In the same vein, the 
security research programme strongly supports 
the interoperability of the technological solutions 
and tools to be delivered, and specific intellectual 

property rights rules for security research as well 
as pre-commercial procurement. These measures 
are deemed to play a crucial role in creating a 
single market for security products and enabling 
Europe’s security industry to create economies of 
scale, thereby contributing to the improvement of 
both Europe’s security and the competitiveness 
of its security industry in global export markets 
(European Security Research and Innovation 
Forum, 2009).

Secondly, integrating security research in its 
Joint Research and Development Programme 
enabled the Commission „to define the technolog-
ical capabilities required by the Union to carry out 
its common internal security policy, and to define 
the priorities in that area“ (Citi, 2014: 136). It under-
pinned the EU’s claims in the highly sensitive area 
of security where nation-states are particularly 
hesitant to give up their prerogative of having 
the main responsibility for providing security to 
their citizens. As part of this agenda setting, the 
Commission has set the requirement for research 
projects to take into account that security tech-
nologies “might directly or indirectly concern 
fundamental rights, such as the rights for respect 
for private and family life, protection of personal 
data, privacy or human dignity” (European 
Commission, 2012, 2014). Such an infringement 
of rights may lead to a lack of acceptance which 
is framed as the “societal dimension” (European 
Commission, 2012: 4) of security technologies. 
This societal dimension is associated with the 
risks of wasted investment in technology devel-
opment and the need to rely on less controversial 
products which may not entirely fulfil security 
requirements (European Commission, 2012: 5). 
In order to address this problem, the European 
Commission calls for a “better integration of the 
societal dimension, by thoroughly assessing social 
impacts including impacts on fundamental rights, 
and by creating mechanisms to test the societal 
impact during the R&D phase” (European Commis-
sion, 2012: 5). Consequently, for all Horizon 2020 
security research projects, an ethics review and 
a societal impact assessment (SIA) has become 
mandatory (European Commission, 2013).6 Under 
the ELSA label (Hilgartner et al., 2017), research 
into ethical, legal and societal aspects of security 
technologies has been conducted either as part 
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of R&D projects or within projects with a general 
focus on the “societal dimension” of security 
technologies. The concerns, identified by these 
“screening[s] of a project’s ethical implications” 
(European Commission, 2016b: 26) are then to be 
translated into technological requirements. This 
translation process that first and foremost ensures 
compliance with data protection legislation by 
addressing privacy impacts of security technolo-
gies proactively, is summarized under the concept 
“privacy by design”. According to this concept, 
technologies should be designed with privacy in 
mind from the outset of the innovation process, 
integrating privacy-enhancing features, most prom-
inently so-called Privacy-Enhancing Technolo-
gies (PETs), into systems design. Ultimately, this 
approach would enable measures to prevent a 
lack of acceptance of security products. 

Driven by the promise of ‘technosecurity’, 
the joint development of security technologies 
was used the drive forward European security 
integration: on the one hand by establishing a 
single market for security products by creating 
harmonized standards and schemes for security 
technologies and procurement processes, on the 
other hand by ensuring the interoperability of 
technological innovations that enable security 
practitioners from different Member States and 
EU organisations to operate together effectively. 
Hence, the ESRP underpins and enacts the vision 
of a ‘Security Union’ that has been articulated 
in the context of the renewed Internal Security 
Strategy of 2015 (European Commission, 2015). 
In a ‘Security Union’, the member states would 
agree on a shared responsibility and “move 
beyond the concept of cooperating to protect 
national internal security to the idea of protecting 
the collective security of the Union as a whole” 
(European Commission, 2016a: 2).

Moreover, a specific normative claim of the EU’s 
security policy is inscribed into the operations and 
outputs of security research. Through the assess-
ment of societal impacts at an early stage and 
the design-in of identified privacy implications, 
security research is supposed to create the means 
to push the boundaries of the so-called trade-off 
between security and privacy (Pavone and Degli 
Esposti, 2012) and offer a way out of the dilemma 
to choose between “effective intrusiveness and 

non-intrusive inefficiency” (Bigo and Jaendeboz, 
2010: 6). The EU’s internal security policy, hence, 
reflects and performs the dictum that security 
and respect for fundamental rights including 
privacy are not to be seen as conflicting aims, 
“but consistent and complementary policy objec-
tives”. (European Commission, 2015: 3) Against the 
backdrop of the vision of Europe as a union based 
on values (European Union, 2007, Article 2), the 
promise of ‘technosecurity’ nourish the promise of 
the AFSJ “that law enforcement measures, on the 
one hand, and measures to safeguard individual 
rights, the rule of law and international protection 
rules, on the other, go hand in hand in the same 
direction and are mutually reinforce” (European 
Council, 2010: 4). However, as the ongoing deadly 
events on Europe’s external borders demon-
strate in a terrifying manner, this area is a highly 
restricted area where security integration corre-
lates with the exclusion of those human beings 
labelled as illegal. 

A ‘human-centric AI’ – the 
EU’s approach to building up 
trust in times of its crisis
The promise of ‘technosecurity’ continues to play 
a crucial role in Europe’s internal security policy 
and its current R&D framework programme “Hori-
zon Europe” (2021 – 2027). This is not likely to 
change with the Covid-19 pandemic as it has dem-
onstrated the vulnerability of an interconnected 
world where infection dynamics take the speed of 
international mobility and put the security of citi-
zens, the management of borders and the protec-
tion of critical infrastructures at the top of political 
agendas. Given the persuasiveness of technologi-
cal solutions, digital contact tracing, computer 
simulations of propagation scenarios and syndro-
mic surveillance systems are at the forefront of the 
fight against the spread of the virus. However, the 
pandemic has also fed into the current hype of AI 
and the imaginative powers it unfolds. AI is not 
only used to analyse the virus’ genetic informa-
tion and its mutations as well as to develop and 
test vaccines. It is also expected to provide the 
means to prevent future pandemics by predicting 
outbreaks based on the real-time analysis of vast 
amounts of heterogeneous data. 
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AI has always evoked diverse scientific, artistic 
and political visions. Utopian imaginaries of social 
progress through AI (Minsky, 1986; Moravec, 1995) 
contrast with dystopian imaginaries of AI as the 
hubris of the human mind (Weizenbaum, 1976). 
One of the currently most virulent AI-related fears 
is surely the one of AI as a ‘job killer’, given the 
possibility that advancements in AI-based produc-
tion systems will lead to mass unemployment. 
Moreover, AI is under public scrutiny for causing 
deadly car accidents, enabling more invasive 
surveillance of citizens, more powerful cyberat-
tacks on critical infrastructures, reproducing or 
even reinforcing discrimination in various societal 
contexts and being used to manipulate political 
opinion. Furthermore, the Campaign to Stop Killer 
Robots has demanded an international ban on 
lethal autonomous weapon systems (LAWs). At 
the same time, AI is praised as a key technology 
that enhances our capabilities to deal with societal 
grand challenges, for example by improving 
healthcare and cybersecurity, enabling a more 
sustainable economy, a cleaner and safer mobility, 
a more efficient food system and a smarter crisis 
management. Moreover, robots and other “smart 
machines” could replace difficult, dirty, dull or 
dangerous tasks in the context of care work, 
manufacturing, policing and emergency response. 
These technoscientific promises of AI have been 
initially articulated by private tech companies and 
other actors who are directly involved with the 
development and implementation of these tech-
nologies. 

Recent advances in the AI-subfield of machine 
learning that is already used in many real-life 
applications, however, have made AI a matter of 
concern not only for futurist thinking, criticism or 
marketing but also for policymaking. In the past 
few years, many governments and supranational 
organisations published strategy papers in which 
they present their visions of the future develop-
ment, application and regulation of AI. In 2016, 
the US presented their National Artificial Intel-
ligence Research and Development Strategic Plan 
defining the government’s role predominantly 
as a facilitator of innovation. The National Artifi-
cial Intelligence Initiative of 2019 emphasised the 
importance of continued U.S. leadership in AI R&D. 
China, on the contrary, plans to use a state-driven 

development model as part of its Next-Generation 
Artificial Intelligence Plan, which was presented 
in 2017 and sets the goal to become the global 
leader in the field of AI by 2030.

The EU entered into the policy field in 2017 
with the European Parliament’s Committee on 
Legal Affairs’ resolution on Civil Law Rules on 
Robotics (European Parliament, 2017). Besides 
recommending several legislative initiatives, the 
resolution also calls on the European Commission 
to establish ethical guidelines to be respected in 
the development, programming and use of robots 
and AI. The European Commission soon took 
action by presenting a set of ethical principles for 
the development of Artificial Intelligence, Robotics 
and ‘Autonomous‘ Systems (European Commission 
et al., 2018), its strategy AI for Europe (European 
Commission, 2018a) and the Coordinated Plan 
on Artificial Intelligence (European Commission, 
2018b, 2018c) in 2018. In its strategy, the European 
Commission articulates the vision of a ‘human-
centric AI’ as it claims to use the „power of AI at the 
service of human progress“ and to benefit „people 
and society as a whole“ (European Commission, 
2018a). Instead of manipulating or replacing 
people and threatening their fundamental rights 
or even lives, AI should improve the lives of EU 
citizens through innovations in sectors such as 
health, farming, education, employment, energy, 
transport and security. In order “to make the most 
of the opportunities offered by AI and to address 
the new challenges that it brings“ (European 
Commission, 2018a), the Commission calls for a 
joint effort of the member states to ensure that 
Europe remains competitive in the global market 
for AI applications, that no one is left behind in the 
digital transformation, and that AI technologies 
are based on values and fundamental rights and 
therefore can be trusted. Through these objec-
tives, the Commission not only aligns its policy 
goals with its vision of a ‘human-centric AI’ but 
also re-imagines the EU as a political space that 
provides for the well-being of its citizens and 
the protection of their fundamental rights. This 
version of the European Project is particularly 
important in the face of Europe’s current crisis of 
legitimacy which is not least a crisis of trust (Wilde, 
2021). In the early phases of European integra-
tion, citizens’ trust was primarily connected to 
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the promise of keeping peace and stability on the 
continent. Today, public trust in the institutions of 
the EU is, among other factors, challenged by the 
ongoing digitalization of European societies and 
its present or possible future impact on the living 
conditions of Europe’s citizens (Bakardjieva Engel-
brekt et al., 2019). As many surveys show, privacy 
intrusions made possible by the extensive use of 
digital technologies and digital data gathering 
have led to an erosion of trust which can hit 
both public and private actors (Wright, 2020). 
For instance, a survey of 27.000 Europeans found 
that 59% of those surveyed do not trust their 
governments who might be regularly capturing 
large amounts of data on citizens for surveillance 
purposes (Friedewald et al., 2017). The commit-
ment to developing “trustworthy AI” (European 
Commission, 2018b: 4), hence, can be understood 
as a reaction to the EU’s ‘crisis of trust’ by issuing a 
mission statement that is to re-strengthen citizen’s 
trust in technoscientific progress and the political 
institutions that aim to govern it. 

This mission, however, goes beyond the EU 
as the Commission puts the Union in a global 
pioneering role: “The EU can lead the way in devel-
oping and using AI for good and for all, building 
on its values and its strengths.” (European Commis-
sion, 2018a). The ambition to become the “world-
leading region for developing and deploying 
cutting-edge, ethical and secure AI“ (European 
Commission, 2018c: 1) is framed as a matter of 
global responsibility. Thereby, its approach to AI 
is presented as a third way between the unre-
strained, market-driven way of the U.S., where 
(big) tech companies play the central role in 
R&D and the lack of privacy regulations and data 
protection enables extensive (consumer) surveil-
lance, and the way of China, where a strong state 
is the driving force of a coordinated R&D with 
the overall goal to maintain social harmony and 
to enable behaviour control. Given the market 
dominance and expansive strategies of big U.S. 
tech companies on the one hand and China’s 
endeavour to gain global leadership by means of 
technology policy, on the other hand, depend-
ency in the AI sector means dependency on 
actors whose approaches to govern the disruptive 
potentials and shape the future of AI would differ 
significantly from the one of the EU. Against the 

backdrop of the threat scenarios of an AI-powered 
surveillance capitalism and an AI-powered surveil-
lance state, public trust in and acceptance of AI is 
seen as a long-term competitive advantage for the 
European economy, since they are a prerequisite 
for the uptake and embedding of AI in society. 
Achieving a competitive edge through trust, 
however, would require to effectively manage 
the risks of AI, “for example in the areas of safety 
and liability, security (criminal use or attacks), 
bias and discrimination.” (European Commission, 
2018a). In the face of these risks, the Commission 
sets out the essential components of a ‘European 
approach to AI’ that not only fosters innovation 
but also consolidates ethical and legal regulation. 

The innovation pillar of this approach aims 
to “boost the EU’s technological and industrial 
capacity and AI uptake across the economy” 
(European Commission, 2018a). Given its strategic 
importance for the competitiveness of the 
European economy, the EU’s ability to deal with 
societal grand challenges and the aim to regain 
trust in its institutions, AI has been classified as 
one of the critical technology areas in which the 
European Commission strives to achieve ‘techno-
logical sovereignty’ which president Ursula von 
der Leyen defines as “the capability that Europe 
must have to make its own choices, based on 
its own values, respecting its own rules” (von 
der Leyen, 2019). This essentially means that 
the EU should not be dependent on AI-based 
products and services produced in or provided 
by companies outside the EU – particularly those 
from the U.S. and China.

The regulatory pillar of the ‘European approach 
to AI’ aims to create an “appropriate ethical and 
legal framework” (European Commission, 2018a) 
in line with the Charter of Fundamental Rights 
and the five ethical principles defined by the 
European Group on Ethics in Science and New 
Technologies (European Commission et al., 2018), 
namely: human dignity, autonomy, responsi-
bility, data protection/privacy, and sustainability. 
Concerning ethics, the Commission’s AI strategy 
refers to existing normative concepts, such as 
explainable AI and responsible AI. The task of devel-
oping a solid ethical framework, however, has 
been delegated to an independent High-Level 
Expert Group on Artificial Intelligence (AI HLEG). 
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The AI HLEG presented its ethics guidelines in 
April 2019, stating that a trustworthy AI is lawful, 
ethical and robust. The AI HLEG states that both 
technical and non-technical methods can be 
used for achieving the trustworthiness of an AI 
application and describes a variety of these non-
technical methods such as codes of conduct, 
standardization, certification and stakeholder 
participation (High-level Group on Artificial Intel-
ligence, 2019: 22–23). The European Commission, 
however, highlights technical methods as key 
principles of their approach to a trustworthy AI 
and particularly elaborates on so-called ‘ethics by 
design’ (European Commission, 2018c: 8). In the 
terminology of the Commission and the AI HLEG, 
ethics by design stands as an extension of privacy-
by-design and refers to the implementation of 
ethical and legal principles since the beginning 
of the design process. Understood as a method, 
‘ethics by design’ helps to realize the ethically 
and legally compliant development of AI-based 
systems by creating “precise and explicit links 
between the abstract principles which the system 
is required to respect and the specific implemen-
tation decisions” (High-level Group on Artificial 
Intelligence, 2019: 21). In this rationale, ‘ethics 
by design’ constitutes a central feature of a trust-
worthy AI. If institutionalized ethics is to be under-
stood as a soft regulatory tool for the governance 
of technology-induced risks (Tallacchini, 2009), 
the design-in of anticipated ethical implications 
is to be seen as the subsequent technological 
hardening of this soft tool. 

An essential part of the regulatory pillar, 
however, remains ‘hard’ law. In the white paper 
On Artificial Intelligence - A European approach to 
excellence and trust (European Commission, 2020) 
and the Proposal for a Regulation laying down 
harmonised rules on artificial intelligence (European 
Commission, 2021) the European Commission 
elaborates on mandatory legal requirements 
that take into account the key requirements of a 
trustworthy AI as set out by the AI HLEG. Together 
with the ethical guidelines, these legal require-
ments constitute the regulatory framework for 
AI. Besides the main objective to promote trust 
among citizens, the framework is expected to 
facilitate the formation of a single market for AI 
applications and, thus, strengthen the competi-

tiveness of Europe’s industry, since the invest-
ment in and market uptake of AI requires legal 
certainty. Divergent national legislations, on the 
contrary, are likely to create market fragmentation 
and obstacles for European companies. Thus, the 
framework first and foremost has to ensure that 
„AI systems placed on the Union market and used 
are safe and respect existing law on fundamental 
rights and Union values“, but at the same time 
it should not „unduly constraining or hindering 
technological development or otherwise dispro-
portionately increasing the cost of placing AI 
solutions on the market“ (European Commission, 
2021: 3). To guarantee this proportionality, the 
framework sets out a risk-based approach that 
differentiates between those AI applications that 
are to be classified as an unacceptable risk, high 
risk, and low or minimal risk. The mandatory legal 
requirements only legally apply to those AI appli-
cations classified as high risk. In these cases, a 
conformity assessment and certification process 
are necessary before an AI application can be put 
on the market. For low or minimal risk applications 
only voluntary codes of conduct are envisioned. 
Certain AI practices, however, are prohibited as 
“contravening Union values“ (European Commis-
sion, 2021: 3), for instance, if they are used to 
manipulate persons through subliminal tech-
niques, for general social scoring and for video 
surveillance of public spaces. For the latter, 
however, certain types of criminal investigations 
where the public interest outweighs the risks are 
defined as exceptions (European Commission, 
2021: 43–44). Moreover, it is stated that the regu-
lation does not apply to AI systems “developed or 
used exclusively for military purposes“ (European 
Commission, 2021: 39). This reserve takes into 
account the ongoing controversy between those 
EU members who are advocating for inaction 
and those who willing to ban LAWS (Barbé and 
Badell, 2020). In terms of addressing the high-risks 
of AI, the EU’s regulatory approach clearly enacts 
the global ambitions of the EU. On the one hand, 
it implicitly addresses the criticisms of China’s 
notorious Social Scoring System and invasive sales 
strategies of big U.S. tech companies by classifying 
these practices as “unacceptable”. On the other 
hand, it defines exceptions from and applicability 
of legal constraints in such a way that leveraging 
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AI for civil security and defence measures will still 
be possible.

The articulation of the vision of a “human-
centric AI” and the measures that have been put 
in place according to this vision are to be seen 
as a form of acceptance politics (Barben, 2010) 
since the EU’s regulatory framework is supposed 
to build up trust and, thus, provide the founda-
tion for the uptake of AI in society: while ethical 
expert groups would produce trustworthy policy 
recommendations and engineers would use 
ethics by design methods to develop trustworthy 
technology, institutionalized risk assessment, 
mandatory legal requirements for high-risk appli-
cations, and the prohibition of certain, ‘unaccep-
table’ AI practices would ensure that EU citizens 
will have to deal with trustworthy AI only. In 
economic terms, the ‘European approach to AI’ is 
a unique selling position that serves the competi-
tiveness of Europe’s economy and helps to fulfil 
the EU’s ambition to become a global player in 
AI. The purpose of this approach, however, goes 
beyond legitimizing the complementarity of inno-
vation and regulation, of economics and ethics. 
Against the backdrop of a diverse spectrum of 
AI-related fears and AI-related promises, the 
endeavour to promote public trust in AI becomes 
deeply intertwined with the endeavour to restore 
trust in the EU in times of its crisis. 

Conclusion
It has been shown how technological expecta-
tions have been influential in the creation of 
European institutions, R&D programmes and 
regulatory instruments and how they have con-
tributed to processes of European integration. By 
drawing attention to these links between the for-
mation of a European government and politics on 
the one side and the problems certain technolo-
gies pose and the potential benefits they promise 
on the other side, the paper addresses the mak-
ing of Europe as a ‘multiply imagined community’ 
(Jasanoff, 2005: 10) based on various technoscien-
tific promises: The promise of nuclear energy was 
used to promote the creation of a supranational 
union that would provide for everlasting eco-
nomic growth and security in its member states. 
The promise of ‘technosecurity’ has shaped the 
EU’s joint R&D programme according to the vision 

of a ‘Security Union’ where the actors involved 
agree on a shared responsibility for protecting 
European citizens in compliance with their funda-
mental rights. And the vision of a ‘human-centric 
AI’ is mobilized to re-imagine the EU as a politi-
cal space that provides for the well-being of its 
citizens and the protection of their fundamental 
rights. 

Throughout these processes of re-imaging 
the European project, however, a few recurrent 
themes for a European government and politics 
emerged. One of them is the problem of 
constructing a single market. The pairing of the 
two European Communities – EURATOM and the 
EEC – highlighted the joint endeavour in nuclear 
energy as a necessary complementary approach 
to the project of a common market. Funding 
for cross-border collaboration under the ESPR 
is expected to break down the fragmentation 
across Europe’s security sector and create a single 
market for security products. The EU’s regulatory 
framework is expected to facilitate the formation 
of a single market for AI applications since the 
investment in and market uptake of AI requires 
legal certainty. 

Another recurrent theme is the security-tech-
nology-nexus. The development of a nuclear 
industry was considered to be of strategic value 
with regard to energy security and thus imperative 
to sustain economic growth and political stability 
on the continent. The development of advanced 
technologies and tools is considered to be an 
adequate solution to deal with a heterogeneous 
spectrum of security threats and, hence, became 
the main objective of the EU’s security research. 
The development of trustworthy AI applications is 
considered to serve the aim of mitigating the risks 
posed both by an AI-based surveillance capitalism 
and an AI-based surveillance state.

Furthermore, boundary work to navigate 
between the civil and the military use of tech-
nologies is pervasive. In the case of nuclear power, 
an artificial distinction is established between 
the promises and the fears associated with the 
technology. Consequently, engagement with Big 
Science cooperation is exclusively connected to 
nuclear energy whereas the option of developing 
a common nuclear bomb was never seriously 
considered. Boundary work is also salient in 
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EURATOM’s system of nuclear safeguards that 
were installed to ensure that civil nuclear material 
is not diverted for military purposes. In the case 
of security technologies, the threats they are 
expected to protect against blur the boundary 
between civil and military security. This is reflected 
within European security research by promoting 
dual-use R&D despite the declared exclusive civil 
nature of funding. In the case of AI, the combina-
tion of innovation and ethics would ensure that 
AI is only used for the common good. Therefore, 
the use of LAWs is addressed on the level of soft 
law but excluded from the regulatory proposal of 
the European Commission in order to avoid estab-
lishing strict boundaries for future applications. 

The paper has covered wide historical ground 
and uncovered general connections. Such an 
exercise has its limits in terms of its level of detail 
and differentiation. But it can nonetheless be of 
value for both technology-oriented histories and 
‘standard’ political histories of European integra-
tion. 
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Notes
1	 See for instance the Tensions of Europe Research Network; https://www.tensionsofeurope.eu/

2	 In 1957, the French government approached Germany and Italy with the proposal for a joint devel-
opment and production of nuclear weapons, resulting in a trilateral agreement in 1958. However, the 
endeavour ground to a halt following the rise to power of Charles de Gaulle later in 1958, who strongly 
opposed German access to nuclear weapons (Egeland and Pelopidas, 2021).

3	 An alternative for transnational collaboration in the field of nuclear energy was established with the 
European Nuclear Energy Agency (ENEA), organized under the auspices of the OEEC and formally estab-
lished in December 1957. The ENEA was a more loosely structured institutional framework and should 
not involve the pooling of resources nor should it restrict the national sovereignty of its members in any 
way. (Nieburg, 1963: 597).

4	 The U.K., on the contrary, after having participated in the preparatory phase of the treaty negotiations, 
decided to step back and to work through the OEEC in which it played a leading role.

5	 Both groups comprised EU commissioners, selected security scholars, national defence ministers from 
member states and the CEOs of most of the largest European security industry corporations.

6	 For a detailed analysis and critique of the ethics review process within the ESRP see: (Leese et al., 2019: 
63–66).
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