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Abstract
The role of Artificial Intelligence (AI) in clinical decision-making raises issues of trust. One issue concerns 
the conditions of trusting the AI which tends to be based on validation. However, little attention has 
been given to how validation is formed, how comparisons come to be accepted, and how AI algorithms 
are trusted in decision-making. Drawing on interviews with collaborative researchers developing three 
AI technologies for the early diagnosis of pulmonary hypertension (PH), we show how validation of the 
AI is jointly produced so that trust in the algorithm is built up through the negotiation of criteria and 
terms of comparison during interactions. These processes build up interpretability and interrogation, 
and co-constitute trust in the technology. As they do so, it becomes difficult to sustain a strict 
distinction between artificial and human/social intelligence.
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Introduction
In this article, we consider the central question 
of trust in Artificial Intelligence (AI) technologies 
for medical diagnosis. As AI becomes increasingly 
integrated into existing workflows and imple-
mented to support diagnosis and treatment, clini-
cal experts will find it difficult to understand how 

AI algorithms have been validated: this is where 
the problem of trust arises (Scheek et al., 2021). 
For many clinical and technical experts (such as 
computer and data scientists), trust is a matter of 
explainability and transparency of the algorithm, 
or the justification of the outputs of an algorith-
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mic model (Tonekaboni et al., 2019; Barda, 2019; 
Cutillo et al., 2020). One way to broach these issues 
of trust is through the development of guidance 
that aims to foster responsible and trustworthy 
applications of AI (Bærøe, 2020). Examples include 
AI4People (Floridi et al., 2018), Asilomar AI prin-
ciples and the Independent High Level Expert 
Group on Artificial Intelligence (AI HLEG) set up 
by the European Commission (2019). Altogether, 
guidance and initiatives associated with devel-
oping trustworthy AI have in common ethical 
frameworks (principles and guidelines) to improve 
morally good outcomes. In particular, the AI HLEG 
argue that AI should be designed and developed 
in ways that build in interpretability from the start 
through assessment lists – a work process which 
assumes that trust can be accomplished through 
a rigorous application of pre-identified evaluation 
criteria. 

Yet, despite these efforts, levels of acceptance 
of healthcare AI remain low: several studies have 
come to the conclusion that there is a lack of 
trust among clinical experts towards these kinds 
of technologies, which as a consequence, has led 
to low acceptance and use (Topol, 2019; Strohm, 
2019; Cabitza et al., 2020; Sreedharan et al., 2020; 
Nagendran et al., 2020). Topol (2019) shows that 
the lack of data and proof is eminently to blame 
– indeed, he argues that there is a lack of research 
investigating the validation and readiness of 
Machine Learning (ML) models in clinical settings, 
prompting distrust on the assumptions under-
pinning many validation tests that have been 
assessed in the laboratory. Taking this idea of 
the validity of ML models one step further in 
the context of AI development in biology and 
medicine, Littmann et al., (2020) states that it is 
collaboration itself which leads to AI research 
that is more scientifically valid, in that it is more 
correct and reproducible. One could similarly 
compare such thought on collaboration with the 
work of Elish and Watkins (2020: 6) in Science and 
Technology Studies (STS) who take stock of the 
‘sociotechnical’ engagements between different 
human experts and their algorithms and the work 
of building trust in new technology. We claim 
that an important source of trust is the collabora-
tion between AI developers and clinical experts, 
and we aim to show how forms of collaboration 

support the collective construction of validation 
and interpretability, which ultimately grounds 
trust in the technology. 

This article aims to give a detailed account of 
how collaboration informs the co-emergence of 
trust and validation in a setting where three AI 
algorithms are being developed for use in real-
world clinical settings. In addition, we show how 
validation that looks towards real-world settings 
is not something that occurs at the endpoint 
of the development process. Instead, it occurs 
throughout the development process and is built 
into the application. This occurs primarily through 
collaboration with clinical experts from the initial 
stages of development and concrete practices of 
repurposing healthcare data. While validation may 
often be viewed as something that comes at the 
endpoint of algorithm development, the grounds 
upon which validation is based starts at the 
outset of collaboration and continues through the 
development process across contexts, practices 
and technologies. This approach is particularly 
relevant to our discussion on the practical efforts 
and meaningful selection of criteria for compar-
ison in AI development. For example, as will be 
explored later, clinical experts who participate 
in the practice of selecting, testing, and refining 
criteria (e.g. labels, codes, or variables) for compar-
ison are the ones who are able to interrogate the 
outputs of validation, whereas a clinician who 
has not been involved in that process may not 
comprehend or interpret the outputs in the same 
way and may open up the potential for “blind 
trust” in the technology (Gaube et al., 2021: 1). 

The subject of trust has a wider relevance for 
social scientists interested in collaboration and 
development of new (AI) technologies, and will 
provide critical insight in an area imbued with 
high claims, promise and technological expecta-
tions (see Rajpurkar et al., 2017, 2018; Perry, 2017; 
Ming, 2018). This article will draw from the over-
lapping fields of STS and Computer Supported 
Cooperative Work (CSCW) on collaboration in 
the context of technology development, to treat 
collaboration as a set of work practices that are 
invoked at particular times for building trust 
towards algorithms. The first part of the article 
considers the relationship between trust and 
collaboration in general. The next part of the 
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article deals with the basic notions related to 
validation in the technical and social science 
literatures. The focus then shifts to the back-
ground of the study and its associated methods 
are described. The central section of the article 
opens by showing how the first three dimensions 
of AI development (Querying Datasets, Building the 
Software, and Training the Model) play their role in 
the validation process. In the following sections, 
we take this further to consider the different 
kinds of collaborative practices for building trust 
in the validation process, specifically reflecting on 
the practical efforts and meaningful selection of 
criteria for comparison. After this salient presenta-
tion of data, we move on to discuss how valida-
tion is a collaborative endeavour, foregrounding 
our position that validation starts at the outset of 
collaboration and continues through the develop-
ment process across contexts, practices and tech-
nologies. The final section of the article concludes 
with the notion that AI requires constant moni-
toring and refinement which are a far cry from 
providing a ‘technological fix’ for problems in 
society and healthcare in particular.

Trust and collaboration 
The topic of trust has received a great deal of 
attention in research into how technologies are 
deployed to support tasks and decisions. How to 
trust the outputs of technologies is particularly 
acute when their development and use crosses 
across different expertises and disciplines. In 
these contexts, trust emerges through particular 
collaborative tasks between people with differ-
ent expertise, as seen in multidisciplinary teams 
(MDTs) who jointly make diagnosis or treatment 
decisions (Van Baalen et al., 2017; Van Baalen 
and Carusi, 2019). A similar line of thought is fol-
lowed by Elish (2018: 369) who argues that trust in 
AI technologies can also be built by including or 
“looping” in stakeholders (such as clinicians) from 
the very beginning and throughout the develop-
ment process. Such collaborations are mediated 
by a ‘local champion’, a clinical expert involved 
in the development of the technology who does 
“vital trust-building work” throughout the hos-
pital and the wider clinical community (Strohm, 
2019: 58). The field of CSCW has developed a sub-

stantial and highly relevant body of work that 
explores trust in various contexts, and frequently 
focuses on the role of trust as a key aspect of col-
laboration between people, but also in relation to 
processes and technologies which directly impact 
how expert judgements are made (Fitzpatrick 
and Ellingsen, 2013). Here, trust is commonly con-
ceptualised as linked to features of interpersonal 
relationships between people and often remains 
implicit with familiarity/lack of familiarity being a 
basis for trust/mistrust in human-human interac-
tions (e.g., Jirotka et al., 2005; Carusi, 2009). Trust 
may also be conceptualised as generated ‘in 
action’, built up in some form of situated or con-
textual practical engagement of a work routine, 
often in contexts when people have a responsi-
bility to build trust in new technology (e.g., Clarke 
et al., 2006a, 2006b; Oudshoorn, 2008; Kuutti and 
Bannon, 2014; Papangelis et al., 2019). 

When interpersonal and practical trust-building 
becomes a mediator for the development of new 
technologies (i.e., algorithms), people become 
deeply embedded in technical and non-tech-
nical processes, and other temporalities. Here, 
technology development is characterised as 
a complex and active form of sociotechnical 
production with experts being influenced by a 
variety of parameters, pressures, and politics that 
make up the social construction of complex tech-
nologies (Mackenzie, 1990; Laurent and Thoreau, 
2019). Mackenzie (1990), in particular, demon-
strated how the accuracy of a technology can 
be constructed and shaped by both technical 
engagement and the perspectives of social actors 
involved in its process of development. In contexts 
of collaboration, these interactions may be seen as 
the often ‘invisible work’ that goes into technology 
development - although the people who perform 
such interactions are quite visible, the work they 
do is relegated to the background (Star and 
Strauss, 1999: 20). According to Star and Strauss 
(1999: 10), one important form of work which 
is often invisible in making technologies work is 
the concept of ‘articulation work’ – a type of work 
that happens after breakdowns or unanticipated 
contingencies as it is “work that gets things ‘back 
on track’ in the face of the unexpected”. Pallesen 
and Jacobsen (2018: 173) suggest articulation 
work can also be understood as the work of coor-
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dinating between different sites of the experiment 
in collaborative research, in addition to being a 
salient concept for situated problem-solving. In 
other words, experts can bridge social worlds and 
thus ‘mesh together’ these very different social 
worlds to get work ‘done’. Taking this approach, 
articulation work could also be seen (and needed) 
to support a type of ‘sociotechnical infrastruc-
ture’ that scaffolds medical and organisational 
work (Star, 1999). Star and Strauss’ (1999) notion 
of ‘invisible work’ has also started to become an 
important analytical tool for understanding data 
work in healthcare (Bonde et al., 2019; Bossen et 
al., 2019; Bossen and Piras, 2020). In this context, 
invisibility may refer to the invisible nature of 
collaborative work performed by actors around 
practices of data; a process which plays a key role 
in ensuring the truthfulness and correctness of 
data to support clinical practice (Bjørnstad and 
Ellingsen, 2019).

Together, we might see these as two kinds of 
trust that complement each other: the interper-
sonal trust experts acquire when interacting with 
experts from different disciplinary backgrounds 
on the one side, and the practice-orientated trust 
experts acquire when they participate in devel-
oping the tool, technology or instruments. We 
seek to convey the idea that both types of trust 
work are forms of invisible work because they 
too often remain implicit and hidden in scientific 
accounts of validation. Taking this into account, 
the concept helps us to identify and surface the 
invisible work of trust, as well as also to become 
attentive to, how the mundane work of collabora-
tive research and data practices are generative of 
validation. 

Our research suggests that trust in healthcare AI 
is co-constituted by collaborators from throughout 
the development process, and that this underpins 
validation. This point about AI and the fact that 
trust, validation and the technical characteristics 
themselves are co-constructed is significant in 
a broader debate where AI tends to be seen as a 
‘technological fix’ able to solve multiples issues, 
including the problem of trust in the ability of 
institutions to solve complex problems. According 
to Katzenbach (2019), AI is accepted in particular 
areas, like healthcare, transport, and social media, 
as a kind of technological fix for solving specific 

problems. For example, Katzenbach (2019) recog-
nises that autonomous vehicles can help reduce 
traffic accidents, and sees the potential of using 
AI for detecting misinformation and hate speech 
online. Specifically, however, he argues that this 
talk about ‘AI fixing things’ is misleading because 
it obfuscates the importance of human labours 
and social relations that these technologies are 
built upon. For this reason, the objective of this 
article brings to light not only the technology’s 
inherent technical properties, but also the role 
social processes such as collaboration play in the 
construction of trust in AI development.

With this article, we want to bring trust and 
validation together: we propose that collabora-
tion plays a part in the generation and mainte-
nance of trust relationships (between people and 
technologies) which directly impact how expert 
judgements are made and accepted. In the next 
section we suggest that the focus on validation as 
a technical solution to trust has left underappre-
ciated the collaborative, social aspects of the vali-
dation process. These are the focus of the social 
science literature on validation, which proposes 
that validation is as much about people’s social 
interactions with technology and each other as it 
is about any technical feature of the technology. 
As we will later show, the process of selecting and 
negotiating the criteria that go into evaluating 
the technologies, and considering it ‘validated’ are 
useful for building in trust in judgements made 
about the technology and its outputs. 

Validation
Technical literature
In the technical literature, algorithms are required 
to pass some form of quality control in the form 
of a validating test (or set of tests or criteria) in 
the demand for trusted or trustworthy systems 
(Alpaydin, 2016; Tonekaboni et al., 2019; Barda, 
2019; Cabitza et al., 2020). These tests are often 
based on a comparative performance of the tech-
nology, comparing its performance with other 
performances considered to be a ‘gold standard’, 
such as a human expert producing confirmed 
findings in a diagnostic report (e.g., Gulshan et 
al., 2016; Esteva et al., 2017; Rajpurkar et al., 2018; 
Annarumma et al., 2019). Accordingly, the perfor-
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mance of the algorithm against the gold standard 
is often expressed in statistical terms (e.g., ‘accu-
racy’, ‘sensitivity’, ‘specificity’) and by some kind 
of expert who is able to make a judgement about 
its performance, such as having high predictive 
accuracy, for example Rajpurkar et al’s (2017, 2018) 
CheXNeXt algorithm being able to make accurate 
predictions at a level that “exceeds the average 
radiologist performance” (Rajpurkar et al., 2017: 
2). However, such claims can prompt considerable 
scepticism and distrust across scientific and medi-
cal communities, as was the case with radiologist 
Oakden-Rayner (2017, 2018) who initiated a cri-
tique of the CheXNeXt model (along with the help 
of Rajpurkar and his team) to verify the accuracy of 
its predictions. The conclusion of that critique was 
that the images had not been labelled correctly, 
nor did the labels reflect clinical practice having 
the potential to produce meaningless predictions 
(Oakden-Rayner, 2018). 

Oakden-Rayner’s critique contains important 
epistemological questions that deserve consid-
eration: questions about how comparisons can be 
made (especially between algorithms and human 
experts), and how data is labelled (who labels the 
data, who inspects the data and whether experts 
with relevant clinical experience are considered). 
Labels and codes or criteria for comparing perfor-
mances come to matter greatly when it comes to 
validation because they are based on the so-called 
‘ground truth’ of features that the algorithm has 
learned in the training data – the labels, anno-
tations, or codes in this instance constitute the 
ground truth or ground for comparison (e.g., 
Gulshan et al., 2016; Esteva et al., 2017; Oakden-
Rayner, 2018; Cabitza et al., 2020; Scheek et al. 
2021). 

In addition, such validation is commonly repre-
sented as consisting of two isolated approaches: 
internal and external (Topol, 2019; Cabitza and 
Zeitoun, 2019; Nagendran et al., 2020). The focus 
of most healthcare AI development is a form of 
internal validation, carried out within computer 
science laboratories and tested on retrospective 
datasets. External validation is usually referred 
to as the clinical validation of AI systems and 
tested on prospective datasets of entirely new 
data (‘in the wild’) (Cabitza and Zeitoun, 2019). As 
Nagendran et al., (2020) point out, most valida-

tion studies are tested on retrospective datasets 
only, with the number of prospective datasets 
tested in real-world clinical settings extremely 
low (only 6 out of 81). Cabitza and Zeitoun (2019: 
161) also distinguish between ‘statistical’, ‘rela-
tional’, ‘pragmatic’ and ‘ecological’ validity. Statis-
tical validity is claimed by them to be objective, 
‘intrinsic’ and ‘essential’ to the system. However, 
relational, pragmatic and ecological validity 
consider the context of the algorithm in one 
or other way. For instance, either with respect 
to usability or pragmatic consequences (for 
example, how data is handled), or with ‘ecological’ 
consequences, (for example, with respect to work 
settings). Nonetheless, however technical these 
different forms of validation may seem to social 
scientists, they are important concepts in under-
standing how experts consider validation as a 
technical practice and something that comes at 
the endpoint of technology development.

Social science literature
Social science literature on model validation pro-
vides us with the capacity to investigate valida-
tion practices and trust practices in the making. 
This literature on validation in science has pro-
vided us with a sustained analysis of the confu-
sions and uncertainties that accompany validation 
(Randall and Wielicki, 1997; Shackley et al., 1998; 
Küppers and Lenhard, 2005; Sundberg, 2006; 
Winsberg, 2010; Morrison, 2015). Science policy 
scholars have produced in-depth analyses of the 
validation of chemical or environmental models, 
showing the extent of uncertainties and disagree-
ment on the model’s validity, relevance and bias 
(Oreskes et al., 1994; Oreskes, 2004; White et al., 
2010). A major reason for this would seem to lie 
in the nature of how evidence is subjected to dif-
ferent standards of ‘proof’ and different ways of 
thinking about proof in different sectors – a far 
cry from the supposed ‘objectivity’ of models or 
the quantitative nature of empirical data (Oreskes, 
2004). For an STS view on this matter, see Macken-
zie’s (2001) work on Mechanizing Proof and how 
experts negotiate data to be worked with and 
construct ‘proof’ of the correctness of a program 
or software design. ‘Proof’ that the model or soft-
ware is in absolute sense ‘correct’ or ‘dependable’ 
is very much a social process of iteration (e.g., 
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doing testing, returning to the nature and use of 
data, redefining the test, repeating the test, find-
ing the design fault, and so on) (Mackenzie, 2001: 
43). At some point in this cycle, experts come to 
an understanding that their software is often rea-
sonably reliable because of how humans interact 
with the technology and by testimony to a ‘trust-
worthy agent’ to whom they may turn (Mackenzie, 
2001: 307). Other STS literature has also made the 
same points about the validation of models while 
exploring different factors affecting scientists’ 
reasoning and choices (Sundberg, 2006; Böschen, 
2009, 2013; Carusi et al., 2012; Carusi, 2014, 2016; 
Thoreau, 2016; Boullier et al., 2019; Laurent and 
Thoreau, 2019). Böschen (2009, 2013), in particu-
lar, has distinguished between what he calls four 
‘evidential cultures’ and two of these are most 
relevant in this context. First that a ‘restrictive evi-
dential culture’ rests primarily on experimental 
methods in controlled laboratory settings using 
models to establish causality, but often orient 
scientists to particular drawbacks of the phenom-
enon being tested (e.g., having limited available 
data on which to test the comparability of results). 
Second, that a ‘holistic evidential culture’ may be 
combined with other tests and different forms 
of knowledge to evaluate the phenomena. This 
time there is less interest in capturing causal phe-
nomena and more of a move towards capturing 
complex elements of an ecosystem or the larger 
system of people’s lives and cosmologies. This 
holistic culture chimes with the notions of prag-
matic validity and ecological validity of other 
studies discussing validation (Cabitza and Zei-
toun, 2019).

However, the most important contributions of 
STS researchers in the analysis of validation for this 
article derives from research on the implemen-
tation of an AI algorithm for the early detection 
of sepsis (‘Sepsis Watch’) (Elish, 2018; Elish and 
Watkins, 2020; Sendak et al., 2020). Concerned 
with the validation of Sepsis Watch, these authors 
present validation as an integral component for 
establishing the trust of clinicians and point out 
how existing epidemiological or ‘gold standard’ 
definitions of sepsis were found to be inadequate 
at predicting the risk of sepsis in real-time cases 
in the clinical setting (Elish and Watkins, 2020: 18). 
What they found in the clinical setting was a nego-

tiation and refinement of criteria and variables 
where trust had been manifested in the process. 
Trust of the sepsis algorithm was by no means 
dependant on some technical neutrality of the 
model, but a series of key activities that brought 
clinicians and statisticians together, promoting 
a potent combination of empirical observation, 
refinement and repair. The emphasis on real-time 
validation and the ongoing collaborative work 
of clinicians and statisticians shows that the 
algorithm came to be trusted through technical 
demonstrations of efficacy rooted within social 
relationships.

The central argument of these articles is that 
validation is as much about people’s social interac-
tions with technology as it is about any technical 
feature of the technology; it is inextricably socio-
technical. The technology is not an inert thing 
passively being acted upon until it reaches a point 
where it is deemed ‘validated’. Rather, it actively 
mediates interactions and fosters interpersonal 
trust and practice-orientated work, and through 
these, the creation of scientific knowledge and 
technical results, such as its accuracy (Mackenzie, 
1990) or proof (Mackenzie, 2001; Laurent and 
Thoreau, 2019). The criteria according to which 
validation will be assessed are not pre-defined, 
but emerge during the process (Carusi, 2014). 
This makes for a technology that is more likely 
to be accepted by potential users, and actually 
embedded in their real-world context. 

Taken together, these studies recognise the 
importance of validation on clinical experts’ trust 
of models. However, there is still much work to be 
done in investigating the process of validation. 
This is especially the case when validation is asso-
ciated with AI models in healthcare, which itera-
tively involves contesting and selecting criteria 
or classifications for comparison. This article 
does just this by paying deeper attention to the 
voices involved in the process of validation and 
making explicit the conditions under which their 
reasoning operates. It extends the previous STS 
literature by showing how the collaborations that 
give rise to AI co-produce the criteria that act as 
grounds for comparison which underlie validation 
practices.
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Our study: AI in the clinic
Our study explored the development process of 
three AI technologies for the early diagnosis of 
pulmonary hypertension (PH). PH is a rare, pro-
gressive and life shortening lung disease that is 
often diagnosed at an advanced stage. Diagnosis 
for PH is assisted by a myriad of testing technolo-
gies (such as right heart catheterisation, blood 
tests and medical imaging). However, such tech-
nologies are often deployed too late in the disease 
process, and therefore may yield a late diagnosis 
with limited treatment outcomes or poor markers 
for prognosis (Kiely et al., 2013). Because of this 
problem of late diagnosis, clinicians and research-
ers around the world are looking to AI as a route 
to an earlier diagnosis for PH in order to bring 
about better life expectancy and quality of life for 
patients (e.g., Kiely et al., 2019; Swift et al., 2020)

The first AI being developed is a ‘screening’ 
algorithm to detect patients ‘at risk’ of PH trained 
on Hospital Episode Statistics (HES) data. The 
second algorithm being developed is an ‘imaging’ 
algorithm which uses Magnetic Resonance 
Images (MRI) of the heart in order to detect 
disease features of PH. The third algorithm being 
developed is the ‘biomarker’ algorithm to detect 
signs or signatures of PH in blood samples trained 
on biomarker data related to PH, to be included in 
the screening algorithm. At the time of our study, 
all three algorithms were at the proof-of-concept 
stage with the intention of being deployed and 
used in the context of a UK PH Referral Centre 
at a major NHS Teaching Hospital. Thus, we are 
studying three proof-of-concept projects in 
the early development phase, highlighting the 
invisible work of the sociotechnical infrastructure 
(Star, 1999), ideally for organising, supporting, and 
elevating the next steps of each project in order to 
facilitate their route into clinical trials.

Methods
This article is based on qualitative interviews with 
seven participants involved in developing three 
proof-of-concept AI algorithms for the early diag-
nosis of PH. Participants included: two PH clini-
cians, one consultant PH nurse, one radiologist, 
one computer scientist, one data scientist, and 
one biomedical scientist to fully take into account 
the sea of discourses, ideas, scientific criteria, and 

concepts that shape validation and trust in AI 
development. In total there were six face-to-face 
interviews in workplace offices. One of these inter-
views was a joint interview conducted with the 
computer scientist and radiologist both working 
together to develop the imaging algorithm. Data 
was collected between 17/05/2019 - 22/10/2019. 
Recordings were transcribed and uploaded to 
NVIVO 12 to help manage, code and analyse 
themes that emerged from the transcripts. Tak-
ing an inductive approach to thematic analysis 
(Braun and Clarke, 2006), the theme of validation 
explicitly emerged across the group of research 
participants with decisions involving validation 
understood to be inherently tied to trust: inter-
personal interactions and various computer sup-
ported practices involved in validation demanded 
consideration. 

Our fieldwork was conducted on three devel-
oping algorithms (mentioned above). These 
algorithms were small scale pilot projects or 
proof-of-concept projects being developed to 
show the viability of AI to tackle challenges of 
early diagnosis, projecting hopes of a ‘technolog-
ical fix’ (Katzenbach, 2019). As such, the projects 
involved small numbers of people, and often just 
two or three people were the main developers 
and sometimes one person would be working on 
two, or even all three of the algorithms. Accord-
ingly, our interview numbers are not high. This 
will affect the generalisability of our findings. We 
might say that the proof-of-concept nature of the 
projects we studied and our own study are limited 
in similar ways. Despite the relative intimacy of 
our research domain, our research produced 
some important insights concerning how these 
collaborations operated to establish trust and to 
set criteria for validating the performance of the 
AI applications. 

Results
Laying the ground for validation: querying 
datasets, building software, and training 
the model
Validation is often represented as the final stage 
of technology development (Alpaydin, 2016). 
However, a significant amount of interpersonal 
and practice-orientated trust work, and a large 
proportion of training/testing activities occur ear-
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lier in the development process. These opportuni-
ties to build trust in the technology are crucial for 
technology development, but often remain ‘invis-
ible’ and go unnoticed and unaccounted for, rel-
egated to the background (Strauss and Star, 1999; 
Oudshoorn, 2008). Here, one needs to think of the 
previous three work activities (Querying Datasets, 
Building Software, and Training the Model) that take 
place before a formal validation phase, a perspec-
tive that shows how each activity lays the ground 
for validation. Whilst we have argued elsewhere 
how these three activities help to demystify the 
algorithm and ‘de-trouble’ transparency issues 
(Winter and Carusi, forthcoming), we argue in 
this article how each activity can also be said to 
present interpersonal and pragmatic opportuni-
ties for building trust towards the final validation 
experiment. These activities lay the foundation 
for how trust and validation co-emerge in the 
sociotechnical infrastructures of diagnostic work 
through their negotiation and refinement of crite-
ria and are explained in the following. 

Querying datasets is concerned with how 
external or internal datasets are curated. It brings 
into play questions around how the datasets 
have been labelled or coded and by whom and 
whether they have sufficiently included clinical 
experts, which may lead to imprecise datasets and 
to inaccurate tests. As Oakden-Rayner (2017, 2018) 
reminds us, dataset quality is crucial in relation to 
the way in which criteria such as labels on medical 
images lay the ground for validation, namely how 
the labels are used to validate its performance. In 
our study, a radiologist developing the imaging 
algorithm echoed this concern by highlighting 
the difference in quality between datasets that 
have been collected prospectively and retrospec-
tively:

 
When evaluating very large cohorts with thousands 
of patients, people will question, unless it’s a 
prospective study, ‘how do they know that person 
actually had that condition?’ And if it’s from a 
clinical database, how was that really done? If all 
patients went through a multidisciplinary team 
meeting with recorded outcomes, that’s very 
robust. But when data is collected retrospectively 
without an MDT diagnosis or similar assessment 
this can leave uncertainty as to the validity of the 
data.
(Participant 4, Radiologist)

The quote expresses the radiologist’s concern 
about the quality of prospective datasets and ret-
rospective datasets. For the radiologist, if a label 
can be traced through to a prospective study in 
which the radiologist is either directly involved in 
the labelling of data, or is familiar with the experts 
who have participated in its labelling, the data-
set is considered “very robust”. However, if labels 
have come from a retrospective study where the 
labelling is not first-hand, the labelling process is 
less certain, because the radiologists are not sure 
of the processes used by the experts in applying 
the labels, asking for example, “how do they know 
that person actually had that condition?”, and 
“how was that really done?”. The radiologist’s trust 
is anchored in previous interactions with expert 
members of the MDT and serves as the basis for 
the radiologist’s perception of the quality of the 
dataset, and in this sense, is a form of interper-
sonal trust (Jirotka et al., 2005; Carusi, 2009; Van 
Baalen and Carusi, 2019).

Despite the lack of certainty regarding how 
labels were applied in a retrospective dataset, 
these datasets are used for technology develop-
ment. Retrospective datasets provide the raw 
material for reconstructing and interpreting 
diagnoses, as seen in the quote below: 

Retrospective data labelling has its limitations 
and it’s going to require us to go back into it 
and look at the scans and make a retrospective 
diagnosis on some cases because it comes from 
a number of different acquisition methods, 
different radiographers, and in the case of derived 
measurements different software [...] So coding is 
very, very important […] it needs work for people 
to go back in and classify patients retrospectively 
sometimes.
(Participant 4, Radiologist)

Consequently, our focus on practice calls atten-
tion to the lengthy struggles clinical experts may 
face with research materials to reconstruct them 
in a way that facilitates their diagnosis, for exam-
ple through labelling or coding key features of 
interest and aligning them with their own clinical 
experience and local work practice. This treatment 
of retrospective datasets demonstrates how prac-
tical work of querying and relabelling features on 
images is required for the radiologist to trust the 
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dataset. CSCW scholars will recognise this as one 
type of data work that takes place to elucidate 
the emerging requirements for management and 
work system design (Bossen et al., 2019). Indeed, 
the complexity of ‘repurposing’ data to serve sec-
ondary purposes beyond the practices of its ini-
tial use (Bonde et al., 2019; Bossen and Piras, 2020) 
challenges our radiologist to work with conflicting 
qualities or ambiguities of data and the activities 
needed to ensure the ‘correctness’ of data (Bjørn-
stad and Ellingsen, 2019). Importantly for this arti-
cle, the radiologist’s reconstruction of diagnoses 
through negotiation and refinement of diagnostic 
criteria reminds us of how trust can actually be 
engendered in a practical situation (Clarke et al., 
2006a; 2006b; Oudshoorn, 2008; Papangelis et al., 
2019) and moreover, calls attention to their ‘articu-
lation work’ (a form of invisible work) that “gets 
things back on track” when unanticipated situa-
tions arise (Star and Strauss, 1999: 10).

Building the software means the building of 
a classification software. It is an activity that 
continues to lay the ground for validation because 
it draws on the experience of clinical experts who 
participate in the negotiation or refinement of 
appropriate criteria (e.g., diagnostic labels/codes 
or other variables) for software building. As part 
of this process, clinical experts start learning how 
the software arrives at its classifications, how the 
software is assessed, and how to participate in 
future refinements of criteria.

Training the model takes the last activity further 
by inviting clinical experts to assess the training 
outputs of the algorithm in an imagined clinical 
context. Clinical experts are included in the critical 
assessment of the software’s outputs and partici-
pate in discussions about whether outputs are 
relevant or plausible, using their clinical experi-
ence to change or refine existing criteria included 
as features of the model.

However, as we will see in the second half 
of the article, this process of establishing what 
could count as criteria for comparison is never 
static or fixed (Carusi, 2014). Rather, it continues 
throughout the whole of the development 
process and sets up the algorithm for a formal vali-
dation test. The next section continues to look at 
this process, particularly focusing on the method 
of internal validation and the collaborative work 

involving AI developers and clinical experts in 
setting up the criteria for comparison between the 
algorithm’s results on different or unused datasets. 
Building on the previous discussion about the 
negotiation and refinement of labels in ‘Laying the 
Ground for Validation’, we investigate how criteria 
and variables under retrospective conditions have 
to be retemporalised for clinical contexts accord-
ingly by bridging or ‘meshing’ the nexus between 
external validation and internal validation.

Different forms of validation
As we have previously discussed, there are two 
main steps to validation: testing against retrospec-
tive datasets and testing prospectively (Topol, 
2019; Cabitza and Zeitoun, 2019; Nagendran et 
al., 2020). The focus of most AI development is on 
retrospective datasets, which is a form of internal 
validation, carried out within (mostly) computer 
science laboratories in universities or industries. 
External validation is the testing of the AI appli-
cation against entirely new data, ‘in the wild’, as 
it is not the data in the same dataset as the algo-
rithm was trained on. In our study, AI developers 
invited clinicians into the laboratory to assess the 
performance of the algorithm on the retrospec-
tive datasets: work that bridged the gap between 
internal and external validation and allowed both 
AI developers and clinical experts to gain an 
understanding of how validation was carried out. 
The involvement of the clinical experts in bridging 
the gap between internal and external validation 
shows how knowledge can be co-produced and 
how the knowledge from the laboratory needs to 
be related to the real-world (Boullier et al., 2019). 
The bridging between two different settings for 
validation purposes continued the process of 
establishing appropriate criteria for comparison, 
showing how criteria continue to be negotiated 
and refined in ongoing iterations of tests (Carusi, 
2014), and in the process, how trust and validation 
co-emerge. This bridging process begins with the 
clinical expert’s first encounter with the results of 
the first internal validation test.

Internal Validation 
Here we join the computer scientist and radiolo-
gist in an interview about their method of internal 
validation for the imaging algorithm in the labo-
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ratory. Internal validation here involves the com-
puter scientist and radiologist pursuing the goal 
of setting up a meaningful comparison between 
the algorithms results on unused segments of the 
imaging dataset, and then later on refining the cri-
teria for comparison between the algorithm and 
the radiologist. When asked how they went about 
validation for the imaging algorithm, the com-
puter scientist replied:

We use cross-validation. Basically, we partition 
the data set into ten parts, ten partitions, then we 
use nine of them for training and one for testing 
and then just rotate. So that is one of the classical 
methods in machine learning to validate a method 
when we have limited number of samples in a 
dataset. I think in the beginning it really gives 
us quite a good estimation of how much the 
algorithm can achieve compared to the current 
approach of manual segmentation.
(Participant 5, Computer Scientist)

In their approach to validate the imaging algo-
rithm, the computer scientist states that they are 
using the method of “cross-validation”. The com-
puter scientist explains how this specific valida-
tion process is informed and dominated by the 
separation of datasets into nine training sets (“we 
use nine of them for training”) and one testing set 
(“one for testing”) which are then rotated (“then 
just rotate”). The comparison that this approach 
relies on is with “manual segmentation”. That is, 
it is with the diagnostic labels that have already 
been applied to the dataset and queried by clini-
cal experts (as described above). When asked 
about how they arrived at this judgement of how 
good the validation was and who was involved, 
the computer scientist highlights the important 
part the labels play in providing ‘ground truths’:

 
The data are all labelled with ground truths […] 
When we try to predict the label of the individual 
patient on that test set, we’re doing the prediction 
pretending the label is not available. Then we use 
the ground truth labels to compare the predicted 
label and then we compute an error, so if this error 
is small then that’s high accuracy. 
(Participant 5, Computer Scientist)

First, this quote shows how each label on a data-
set of medical images constitutes a ‘ground truth’ 

– a process established earlier in the article by the 
radiologist’s querying of datasets (e.g., the rela-
belling of features). Second, the performance of 
the imaging algorithm in arriving at the ‘correct’ 
detection of PH-related features is compared with 
the clinical labels embedded in the dataset. On 
the basis of this comparison, the size of the error 
between the computer’s performance and the 
labelled dataset is computed. This becomes the 
metric of how well the algorithm performs (“so if 
this error is small then that’s high accuracy”). This 
establishes the statistical validity of the algorithm 
(Cabitza and Zeitoun, 2019). Importantly for this 
article, this excerpt from the interview highlights 
how the objective of AI development is to build 
models that are accurate enough and highlights 
how accuracy is negotiated (Mackenzie, 1990) 
which for Laurent and Thoreau (2019: 165) is ‘part 
and parcel’ of technology development. Moreo-
ver, the picture of what can be deemed equiva-
lent to what becomes clear in practice (Carusi, 
2016): labels/codes become essential criteria and 
underpin judgements about the accuracy of vali-
dation tests (Scheek et al., 2021). Importantly, for 
this article, internal validation tests provide fur-
ther opportunities to mediate practice-orientated 
trust between collaborators (Clarke et al., 2006a, 
2006b; Oudshoorn, 2008; Kuutti and Bannon, 
2014; Papangelis et al., 2019). The next section will 
illustrate how this trust building deepens, paying 
particular attention to how clinical experts gener-
ate meaning with respect to the labels/codes or 
variables in the model – a process which is par-
ticularly useful when it comes to the ‘interpret-
ability’ of outputs and continues the bridging 
between internal and external validation.

Interpretability 
In the previous sections, we showed how clinical 
experts query the quality of datasets. We argued 
how clinical experts play a crucial role in establish-
ing the quality of its curation: this helps them bet-
ter understand the criteria that they are dealing 
with (e.g., labels/codes), builds practice-orientated 
trust work, and lays the ground for validation tests 
(e.g., cross validation). We also argued in the previ-
ous section that clinical experts bridge between 
internal and external validation. The next section 
will illustrate in detail the action of this bridg-
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ing, highlighting the role clinical experts play in 
interpreting the performance of the imaging and 
screening algorithms in the validation tests. In 
fact, this is a process which shows how internal 
validation is inscribed with a view from clinical 
experience, however implicit that view might be. 

Designing an AI system with interpretability in 
mind from the start opens up opportunities for 
not only practical interpretation and interroga-
tion (and questions around what the output is, 
or how the output is made to matter in different 
situations), but also for building trust. The quote 
below from the computer scientist developing the 
imaging algorithm highlights why this practical 
interpretation matters:

I actually have an end user over there to ask me 
questions […] like Participant 4 to give some 
suggestions on how to visualise the features and 
so on. I think that’s something fresh to me and that 
also inspires me to write like interpretable machine 
learning […]. I think those kinds of challenges 
are real only when you start to interact with the 
community. So only when I interact with a domain 
expert, with an end user, then the question will 
come in.	
(Participant 5, Computer Scientist) 

The computer scientist highlights how their col-
laboration with the radiologist brings in a vari-
ety of benefits: 1) questions that the computer 
scientist may not have thought of; 2) interpret-
ability, that is, a kind of translation between the 
performance of the algorithm and the context of 
the domain expert; and 3) reality in terms of the 
uses to which it could be put in the radiologist’s 
world. Working with the radiologist is a chance 
for considering the outputs of the algorithm in a 
clinical context and thereby highlights the radi-
ologist’s potential for bridging between internal 
and external validation – thus continuing to high-
light the articulation work of clinical experts who 
‘mesh together’ otherwise divided tasks, users 
and different systems (i.e., internal vs. external) 
and remains invisible because of its implicit nature 
(Star and Strauss, 1999; Pallesen and Jacobsen, 
2018: 173). Nevertheless, interpreting algorithmic 
outputs is essential for the ongoing validation of 
the software, as iterative querying and question-
ing by clinical experts anchors the performance of 

the algorithm to their real-world context of use. In 
turn, this connection between meaning and use 
lays the ground for comparison for validation tests 
and engenders trust.

We observed similar processes of establishing 
the interpretation of algorithm outcomes for 
real-world contexts through querying and inter-
rogation in the development of the screening 
algorithm. The main collaboration here was 
between a bioinformatics company and clinician. 
Again, we see the importance of the algorithm’s 
outcomes being something ‘real’ in the clini-
cians’ world (“From Participant 1’s point of view, 
they’re like ‘this is something that I can relate to, 
I can relate to that number”: Participant 2, Data 
Scientist). According to the data scientist in this 
case, the process of selecting the most appro-
priate ICD-10 codes was for “making sure that 
your comparative group are somehow relevant”, 
which “is really important” and that without this 
clinical insight into how patients are diagnosed 
in the real-world clinic means that “the model 
at the end is just so trivial”. Together, the conse-
quences of this interpretation work in the devel-
opment of the imaging and screening algorithms 
iteratively feed into the Training of the Model. 
This is because the results of any validation test 
feeds into further refinement of the model of 
the domain enacted in the algorithm - a further 
example of the ongoing ‘articulation work’ of the 
software (Star and Strauss, 1999). It is a process 
which occurs in the ongoing cycle of iterations 
for testing models (Carusi, 2014) and an integral 
aspect of all software development (Mackenzie, 
2001). It also highlights the role of clinical experts 
engaging in linking or ‘meshing’ otherwise divided 
social worlds of the laboratory and the clinic, and 
how an understanding of criteria (labels/codes/
variables) are negotiated within these laboratory 
settings with a view to their clinical application. 
Again, this practice-centred approach adds to the 
formation of a context of trust where the broader 
context is taken into account (Kuutti and Bannon, 
2014).

Trusting questions
Trust, as we have seen in the sections above, is 
threaded implicitly throughout the whole of the 
development process and consists of a set of 
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The clinician highlights the key role of “curios-
ity” and draws an interesting analogy between 
themselves as a clinician working to understand 
what a patient tells them, and trying to under-
stand what the algorithm’s outputs are telling 
them. The clinician does not necessarily take the 
patient’s descriptions or statements at face value 
- not because they do not believe or actively mis-
trust the patient - but because there are many rea-
sons why there may be lack of clarity in a patient’s 
account. For example, there may be many confus-
ing factors in a patient’s experience of the condi-
tion (“sometimes the patient is not very good at 
giving you a clear story”). A general sense of being 
curious about the patient’s presentation of a con-
dition is an essential component of diagnosis. The 
diagnostic puzzle brings out the non-judgemen-
tal but epistemically driven attribute of curiosity 
- though we might also see in this a kind of con-
structive questioning or scepticism. 

For this clinician, curiosity is also about how to 
make sense of an algorithm. Among the questions 
they ask themselves are: “do I really believe that?”, 
“is that really true?”. In this way, the clinician 
extends their professional attitude towards 
patients to the outputs of machine learning: that 
is, the clinician does not simply and straight-
forwardly believe it. Much like the patient, the 
clinician is unlikely to take the algorithm’s output 
at “face value”; but is instead likely to “interrogate 
that information”. This clinician also recognises 
that just as there is sometimes a lack of clarity in 
the accounts of patients, there may be a lack of 
clarity in the outputs of the machine. Crucially 
it involves both an interpretation of what the 
patient/algorithm is ‘saying’, and a questioning of 
its truth, a potential withholding of belief. Here too 
the collective and collaborative aspect of clinical 
practice is at play, and the clinician refers to how 
the checks and balances of other colleagues often 
work in these situations to raise questions so that 
diagnosis can be revised and rectified (“there’s 
always those sorts of balances, checks in the 
system”). The clinician’s suspicion towards model 
outputs on the one hand whilst also acknowl-
edging the different skills required for interpreta-
tion chimes with the findings of other studies on 
computational models and validation (Randall 
and Wielicki, 1997; Sundberg, 2006).

interpersonal interactions (Jirotka et al., 2005; 
Carusi, 2009; Van Baalen and Carusi, 2019) and 
practical engagement of the technology in ques-
tion (Clarke et al., 2006a, 2006b; Oudshoorn, 2008; 
Kuutti and Bannon, 2014; Pallesen and Jacobsen, 
2018; Papangelis et al., 2019). However, trust is 
spoken about explicitly when it comes to some 
final validation test or method. From our inter-
views, clinical experts considered trust and valida-
tion as closely associated. Clinicians, in particular, 
considered validation a proxy for trust and to be 
on the terms of those whose trust is required for 
acceptance:

Do you trust the information that you’ve been 
given and how much validation do you require? 
And I think that’s the important thing. That element 
of trust. […] If you’re going to trust the machine, 
then that trust has got to be based on something. 
So, it can be blind faith. So maybe some people are 
fairly evangelical about things, you’ve got blind 
faith that actually that machine is really good, so I’ll 
just go with that. 
(Participant 1, Clinician)

As the quotation from the clinician reveals, trust 
is evidently directed at validation. Ultimately what 
it means if something is ‘validated’ is that it is 
trustworthy. For this clinician, validation is open-
ended, since they are aware that the demands of 
validation could vary (“how much validation do 
you require?”). However, it is still possible to distin-
guish between requiring some form of validation 
and “blind faith”, which they also associate with 
being “evangelical” about machine learning. The 
clinician then goes on to talk about an attitude of 
curiosity which comes into play in understanding 
what is meant by validation: 

A lot of people have got a certain degree of 
curiosity about ‘do I really believe that?’, ‘is that 
really true?’ and it’s like that when you see a 
patient. You can take everything a patient tells you 
at face value or you can try and interrogate that 
information to see whether or not it’s right. And 
you need to recognise sometimes that you are not 
very good at extracting information. Sometimes 
the patient is not very good at giving you a clear 
story so there’s always those sorts of balances, 
checks in the system.
(Participant 1, Clinician)
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This questioning and interrogation also leads 
to a refinement of the whole validation process. 
This is clear in the quotation below from the data 
scientist’s collaboration with the same clinician, 
describing their processes of checking the perfor-
mance of the algorithm: 

What can I solve myself by looking at the data and 
then what can I raise to them to say ‘this looks kind 
of strange?’ I think that’s what’s hugely valuable 
[…] if you can have a clinical expert to be part of 
the development procedure I found that to be 
just priceless because they and the team they saw 
all of the things that we did, they saw when we 
were worried, they saw when we were like ‘no this 
actually looks okay now’ and I think you can’t put a 
price on the value of that in growing the trust.
(Participant 2, Data Scientist)

Here again we have an indication of how impor-
tant the collaboration is: for mutual understand-
ability linked to mutual agreement regarding how 
it should be tested, for joint ‘ownership’ of the AI 
application, and for establishing trust as practice-
orientated (Clarke et al., 2006a, 2006b; Oudshoorn, 
2008; Papangelis et al., 2019). Nevertheless, for the 
data scientist, making changes and refinements 
of the algorithm’s variables (after questioning 
and interrogation) resembles the beginning of a 
journey through which the clinician acquires the 
understanding that will eventually allow them to 
‘get it’. As the data scientist, stated: 

You need your key clinical champions to be part 
of it and to say ‘I’ve been on this journey with this 
development and I get it, and I’ve contributed and I 
can see where it’s going’, I think it’s so important.
(Participant 2, Data Scientist)

As the quotation from the data scientist reveals, 
clinicians act as “clinical champions”, thereby 
opening doors to the broader community. One 
example is participant 1 whose act as a champion 
for the screening algorithm and PH community 
makes sure that the bioinformatics team who are 
helping them develop the algorithm have access 
to the clinician’s PH networks of clients and part-
ner hospitals they need. The clinician’s role as clin-
ical champion is articulated in the quote below 
from the data scientist:

Participant 1 invited us to an advisory board where 
we had about 8 of the different specialists from 
the 14 centres all across the UK. We presented 
the algorithm to them, we said ‘this is what we’re 
doing’. We invited their comments, we invited 
a lot of criticism to be honest and it was a very 
productive discussion and at the end we said: ‘we’re 
excited about this, but we need more information 
and evidence to be sure about it. Would you like to 
be involved as a collaborator?’ and they said ‘yes’. 
So, they’ve signed a letter for us, which we then 
gave to NHS digital. 
(Participant 2, Data Scientist)

 
In the words of Strohm (2019: 35) the clinician as 
a ‘local champion’ acts as a mediator of trust and 
forms a bridge between the computer/data scien-
tists, the AI application in development, and the 
broader community. There would be very low 
prospects for external validation without this. 

External validation with unseen data in the 
real-world
The whole process of development is geared 
towards external validation. These validations 
require an “independent cohort” (Participant 3, 
Biomedical Scientist) or “virgin population” (Par-
ticipant 1, Clinician), that is, the AI algorithm is 
required to be tested in real-world clinical con-
ditions on prospective data (Topol, 2019; Cab-
itza and Zeitoun, 2019; Nagendran et al., 2020). 
For the team that we interviewed developing 
the screening algorithm, external validation is a 
“really important” step towards identifying those 
patients who could be asked to come into the 
clinic for further tests, in the hope of arriving at 
earlier diagnosis. However, this process is highly 
challenging because it involves real people: not 
only data points in a data set, but people whose 
data has not been definitively classified and 
labelled in a clean dataset of ‘ground truths’, and 
also who may have a deadly disease:

What we haven’t done yet is a prospective 
validation which I think is really important. And I 
would say of all the patients today ‘who do we flag 
as the most high risk?’ and then follow them up, 
so wait a bit of time, so wait for six months, wait 
for twelve months and see ‘did they actually get 

Science & Technology Studies 35(4)



71

diagnosed or referred?’ ‘Are these people actually 
being managed?’ 
(Participant 2, Data Scientist)

In the quote above, the data scientist highlights 
the limitations of data collection in clinical con-
texts for developing analyses and validating the 
screening algorithm. That is to say, the data scien-
tist is hard pressed to tell us how they will actually 
steer this course: 

I think it’s a slightly trickier validation because they 
could still be people who would be PH patients 
but just don’t get referred in that period of time. 
But I think it’s still useful. One of the things that we 
discussed which we haven’t really ironed out yet is 
we could actually invite them to a clinic and some 
of the specialists could say ‘oh I’d be really happy to 
bring them into a clinic if you flagged them’. But I 
think again we would need to think very carefully 
about what we would need to do in order to 
operationalise that and also again the risks and all 
the ethics in all that.
 (Participant 2, Data Scientist)

The data scientist’s desire for prospective valida-
tion on the one hand, whilst also fearing what this 
challenge might indicate on the other, is perhaps 
not unusual and chimes with the desire for pro-
spective validation in clinical contexts (Cabitza 
and Zeitoun, 2019). The data scientist, in particu-
lar, argues that the data collection corpus is still 
reliant on patients being referred to specialty 
centres, as initial referral patterns are constantly 
changing and have different patterns in different 
regions. Furthermore, in some instances referrals 
provide only general ICD-10 codes or basic patient 
information that almost inevitably fail to capture 
the holistic understandings that can be found in 
a MDT diagnosis that are critical for establishing 
ground truth labels and dataset credibility. For 
all the researchers we interviewed, it was critical 
to move onto prospective validation, so that ulti-
mately a much broader range of patients could 
be screened for PH. This process would need to 
be constantly re-anchored into real-time outputs 
and closely examined and refined by diagnoses 
from actual clinical practice. For Elish and Watkins 
(2020: 50) this validation process is a type of ‘feed-
back loop’ which combines clinical expertise and 

machine learning prediction and, in effect, gives 
us an idea of how validation will occur in clinical 
practice as an accomplishment of sociotechnical 
work.

Discussion 
The close collaboration between AI developers 
and clinical experts throughout the development 
process brings the AI application out of the labo-
ratory into the ‘real world’ of its clinical users. This 
bridging between the laboratory and the clinic 
brings meaning to AI applications, making their 
key features interpretable in their context of use. 
This bridging also affects the way in which the 
performance of the algorithm is assessed and vali-
dated. In internal validation this occurs through 
comparing the outcomes of runs of the software 
against different segments of the dataset queried 
and labelled by clinical experts. Comparisons can 
be carried out in a number of different ways, and 
according to multiple different criteria; there are 
different grounds for comparison for different 
domains, uses and practices. Identifying which cri-
teria should be used and how depends on who is 
making the assessments and for which purposes, 
and crucially on how the outcomes are found to 
be relevant or not, given meaning or not in the 
context of use (recall that clinician 1 when inter-
preting the performance of the algorithm in a vali-
dation test remarked: “this is something that I can 
relate to, I can relate to that number”), and how 
the algorithm is questioned and interrogated by 
clinical experts, according to their expertise and 
experience. Finding the grounds for comparison 
goes hand in hand with the interpretability of the 
algorithm’s outcomes in that context. Like Elish 
and Watkins (2020), our analysis aligns with the 
concept of ‘articulation work’ as a form of invisible 
work which is necessary during innovation (Star 
and Strauss, 1999). In our analysis, this process of 
articulation begins by coordinating and embed-
ding clinical experts into the work of AI develop-
ers, and once embedded, participate in iterative 
activities to get things “back on track”, such as the 
querying of datasets and bridging between inter-
nal and external validation (Star and Strauss, 1999: 
10). 

Winter & Carusi
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Bridging performs a social and an epistemic 
function. We saw that the involvement of both 
AI developers and clinical experts results in the 
algorithm gaining meaning, interpretability and 
comparability in the real-world context of use. 
We then saw how trust and bridging between 
laboratory and clinic are in a somewhat circular 
relationship, which is however not a vicious circu-
larity. One of our clinician participants put the 
central trust question thus: “if you’re going to 
trust the machine, then that trust has got to be 
based on something”. The ‘something’ it is based 
on is built up through collaborative practices 
in every stage of the development process, 
and even draws on close interpersonal interac-
tions as part of their every day clinical practice. 
This makes the validation of the AI application’s 
software jointly produced by everyone in the 
collaboration, a co-production that establishes 
the criteria for assessment of the performance 
of the AI algorithm in a way that is epistemically 
accessible for all involved, if not absolutely, in 
ways that are relevant to each expertise and use. 
Besides this crucial epistemic role, co-production 
plays a crucial social role in establishing sufficient 
acceptance for the validation process to proceed 
to the next stage, with the user-collaborators 
becoming ‘local champions’ of the application for 
the broader community (Strohm, 2019). 

Criteria for assessment of the algorithm or 
criteria for judging its outputs have come to 
occupy a particularly significant position within 
the validation context. This has been related by 
many to be the ‘evidential culture’ that is required 
for making credible decisions, where criteria are 
not defined by a standard of proof or regulatory 
organisation but emerge in the social dynamics 
of co-production. It is a collection of human 
judgements about similarities between objects 
of interest where people use their experiences 
of a phenomena in the real-world and anticipate 
whether it is comparable, or sufficiently similar to 
tests such as computational models that predict 
risks (Böschen, 2009, 2013). By focusing on the 
process of how collaborators establish grounds for 
comparison which is the basis for validation and 
for trust, this article offers a novel contribution 
to this existing focus. Although the Sepsis Watch 
research allows us to understand how the devel-

opment and interpretation of criteria for compar-
ison can take place in clinical contexts (Elish, 2018; 
Sendak et al., 2020; Elish and Watkins, 2020), our 
research yields an understanding of the crucial 
role of co-producing the grounds for comparison 
on which assessments are based, which precede 
the AI system reaching clinical settings. This article 
does so by considering the process by which this 
is achieved where details and nuances matter and 
remain underexplored. 

Even though the grounds for comparison are 
often expressed statistically, which metrics and 
which variables go into the statistics are deter-
mined in the context of collaboration, depending 
on their relevance, usefulness, etc. In addition, 
statistical validity is dependent on a number of 
important further trust practices in the domain: 
the trust of the clinicians who query the dataset, 
in the diagnostic practices of other clinicians; 
the trust of the computer scientist in the clinical 
experts querying the data set (a kind of trust by 
proxy); the trust that each of the collaborators 
have in the abilities and expertise of the other. 
Given the social and epistemic complexity of 
trust practices, it is clear that statistical validity is 
never standalone, but rests on the shifting sands 
of these practices.  It is hard to find any feature 
of AI that is an intrinsic, ‘objective’ feature of an 
application, as even the statistical assessments are 
highly relational (cf. Cabitza and Zeitoun, 2019). 
Far from AI being a technical fix for problems 
faced in healthcare settings, an AI system that 
works in these contexts is produced through 
a complex interplay of social, epistemological 
and technological factors, that require sustained 
attention to bring to the surface invisible work 
and sociotechnical infrastructures underpinning 
the development process. Research into devel-
oping healthcare AI needs to broaden its focus to 
encompass the clinician’s situated participation in 
sociotechnical work environments when it comes 
to processes of trust building. Doing this will allow 
us to reach a better understanding of the details in 
how trust is engendered, and indeed to assess the 
extent to which these trust practices are robust, 
given the real-world tasks that these intelligent 
systems but perform. 
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Conclusion
Following the process of developing AI applica-
tions for supporting diagnosis in clinical settings 
shows validation to be neither purely techni-
cal, nor simply the final step of the development 
process in a formal validation phase. Establishing 
what counts as validation occurs through an itera-
tive and piecemeal process, that brings together 
people with multiple different expertises, and the 
real-world contexts in which those expertises are 
used to make complex decisions. The grounds for 
comparing the performance of the algorithm with 
other performances, so that it can be both mean-
ingfully interpreted and evaluated by all those 
involved with it emerge simultaneously with the 
developing AI. In this way, epistemic accessibil-
ity is built into the algorithm, and traced into it. 
This allows trust to be built into the system and 
co-constituted by collaborators throughout the 
process, and not by some ‘end point’ realisation. 
This trust is multi-faceted, as it is engendered by 
interpersonal, multi-expert collaboration (e.g., 
computer scientist, data scientist, biomedical sci-
entist) and practical interactions with the tech-

Winter & Carusi

nology before it even gets to a formal validation 
phase. Rather than trust being produced by vali-
dation, trust supports meaningful validation. This 
is not a backward pipeline with the arrows simply 
going in the opposite direction: it is a form of trust 
which works in a complex system intertwining 
social, epistemic and technological aspects. AI 
development needs to get better at attending to 
this intertwinement. 
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